Online Estimation and Correction of Systematic Encoder Line Errors
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Abstract: This paper addresses the identification and correction of amplitude and offset errors in the sinusoidal outputs from incremental position encoders. Precise angular position measurement is of high importance in many position control applications. Manufacturing tolerances and noise from thermal and electromagnetic interference sources introduce systematic and random errors in the orthogonal sine cosine output line signals. Evaluation of these signals reproduces deviations in the measured angular position. This paper proposes two methods to identify and compensate for the influence of the systematic errors online without the necessity of a reference measurement during identification. The key component of the methods is a nonlinear estimator that exploits the orthogonality property of harmonic functions. The first method explains the basic idea with a scalar error model and operates continuously but exhibits an angular shift in direction of rotation during transients of the parameters, whereas the second method assumes an error model with error parameters as a function over one full revolution of the encoder. The latter updates the error function iteratively in subsequent revolutions.
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1. Introduction

Incremental position encoders are widely used for precise angle and speed determination in all kinds of motion control applications, where precise positioning is indispensable. The incremental encoder can be connected to the servo controller by either binary or analog sine cosine quadrature signals. Several controllers provide additional digital communication protocols, such as the proprietary protocols ENDAT [1], HIPERFACE® [2], or the open protocol BiSS [3]. Often, both a digital and analog interface is offered on the same device. In this paper, the evaluation of analog quadrature signals is discussed. Here, we assume that the quadrature signals stem from an optical device, but the methods described can also be applied to the evaluation of other quadrature sine cosine signals from magnetic devices such as resolvers or magnetic incremental sensors. This includes resolvers, but excludes other absolute encoders. In a motion control application, the feedback signals for the speed and position control loop are derived from interpolation from the quadrature signals. The evaluation can be grouped into three main groups [4]: (1) parallel paths for digitally counting encoder cycles after routing sine and cosine over comparators and acquisition of a high resolution angle information from the arctangent of sine and cosine analog values after discretization via high speed analog-to-digital converters; (2) using a phase locked loop to track the angle of the sine and cosine signals and counting overflows of $2\pi$ as encoder line cycle advances; (3) analog-to-digital conversion by very fast converters, direct calculation of arctangent by fast signal processing (DSP or FPGA with a sampling time in the range of a one microsecond) and again counting overflows of $2\pi$ as encoder line cycle advances. The second method is
often, especially in conjunction with resolvers, implemented in analog-digital mixed signal processing and directly gives an analog speed signal. The first and third method usually apply time discrete digital differentiation to obtain the speed signal. Both methods rely on the correct sine and cosine curve shape of the quadrature signals. An optical incremental encoder has many entry points, where disturbances can be added to the signal output. Each channel employs at least two photo diodes to detect the positive and negative half wave of the sine. Mismatches of the diodes as well as incorrect calibration of the analog preamplifiers result in amplitude and offset errors. The optical scanner system is a very delicate mechanical construction. Imperfections in the optical design of the scanner unit and tolerances in the distance between grated disk and scanner unit or relative orientation errors also lead to offsets and amplitude errors, but can introduce harmonics in the sinusoidal curve shape and phase differences as well. The manufacturing tolerances of the grated disk influence the same error parameters. If the grating pattern on the disk is not centered with respect to its rotating point or mounting of the disk on the shaft is not perpendicular to the shaft, the design parameters of the optical system change with the mechanical revolution, and, subsequently, the same error pattern mainly results. Offset and amplitude errors generated by the lithographic production process for the disk can be global for the whole disk or also local, affecting only part of it. All errors mentioned so far are reproducible with the mechanical revolution and can be compensated, once the underlying parameters are identified and considered in the evaluation of the quadrature encoder output signals. Other influences, dependent on electromagnetic interference, electronic noise, mechanical strain or temperature can not so easily be compensated, unless the influence can be modeled and its cause detected.

Any deviation of the sensor output signals from the sine-respective cosine form distorts the angle measurement [5] and leads to position errors in the motion control, or increases, for example, an acoustic noise, because the speed controller tries to counteract this disturbance. The non ideal shape of the encoder output signals has to be considered in the angle evaluation electronics. An error model is set up to define the parameter structure of the error shape, and its parameters have to be identified for the individual measurement device. There are three groups of methods to identify the parameters of error models: In a first group a reference measurement encoder is used to obtain independent position information. Then, the deviations are recorded and processed to calibrate the error model. The second group relies on a constant speed test, where the device which is to be characterized runs at constant speed, i.e., with a high inertia on its shaft. Speed deviations are recorded and used to calibrate the error model. These first two groups are considered as offline methods because special measurement conditions apply for the identification process. A third group of online methods is independent of a separate adaption test under controlled conditions and are able to run under normal operating conditions online. Once the error parameters are known, a compensation can be applied by an inverted error model in the angle evaluation electronics.

Many approaches have been developed to cancel the adverse effects of the non-ideal line signals. Höschler presents in [6] an offline approach, which employs lookup tables. The true position is interpreted as a function of the uncorrected position that has to be recorded offline for every individual encoder using a precise reference encoder. Moreover long-term drifts and other effects could not be taken into account. Hwang [4] presents a method that uses the amplitude of the quadrature signals in the form of the square root from the sum of squared sine cosine signals, which is compared to its nominal value, and the difference is integrated by gated integrators, which are enabled in specific angular regions of the line cycle. The gating angular intervals are derived from the estimated angle. This method is from the online type. It compensates for the two offsets and the amplitude ratio between the line signals. Peterson [7] also uses the amplitude of the quadrature signals, but samples its value at angular points derived from the estimated angle. From these samples, the amplitude ratio and offset values for the two signals can be directly calculated and applied for the compensation. In [8], the erroneous line signals are corrected by using Radial Basis Functions in a two-stage neural network. Another approach based on oversampling was proposed by Kirchberger in [9]. His method filters the transformed line signals to perform the correction. Daaboul [10] describes an offline method based
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on a constant speed measurement with a two-stage compensation. In the first stage, the offset and amplitude values are identified and compensated. In a second stage, harmonics of the quadrature signals are identified but assumed to be identical in amplitude and phase for all cycles of the encoder. The compensation is performed also in two stages: after high speed analog-to-digital conversion, the further processing is carried out in an FPGA at a sampling rate of 10 MHz. In the first step, amplitude and offset of the two tracks are compensated with a table lookup over one full mechanical revolution. After atan2 calculation, an error lookup table, which spreads over only one line cycle, is used to compensate angle deviations caused by the harmonics of sine and cosine. In the paper [11], an approach based on the orthogonality of trigonometric functions is presented. It analyzes second harmonics on the squared magnitude of the line signals online and thereby derives the systematic error parameters for offsets, amplitudes and phase error. With the estimated errors, the line signals could be corrected. A second paper [12] proposes a structure of lookup tables, which are generated offline to interpolate the quadrature signals by calculating higher harmonics to form a quadrature system with a multiple number of cycles. The tables are generated in such a way that during the angle evaluation, offsets, a phase shift and amplitude errors are automatically compensated.

This paper defines an error model with just five parameters: DC-offset and total amplitude on tracks A and B of the encoder as well as phase shift deviation between tracks. We use a Harmonic Activated Neural Network (HANN) [13] to adapt the error parameter values online without a reference angular measurement. The general approach of the HANN is slightly modified and tailored to the application. The classical HANN relies on a reference measurement to obtain the ideal output signals, which it compares to the distorted signals from the encoder, whose parameters are to be identified. In this paper, we propose omitting the reference measurement and take the already precorrected estimate of the angle instead to calculate the ideal line signals in a kind of feedback loop or nonlinear observer. Throughout the paper, the nominal amplitude of the quadrature signals is assumed to be 1.

2. Systematic Errors on the Encoder Signals

An ideal encoder provides two line signals: line A follows a sine and line B a cosine with the same amplitude, which is supposed here to be 1. The position is calculated by counting the signal periods, which determines the coarse angle \( \varepsilon_c \), and computing the atan2 function of the line signals within one cycle, which determines the fine angle \( \varepsilon \). The coarse and the fine position, scaled by the number of lines \( N \), added together yields the absolute position \( \varepsilon_{\text{mech}} \):

\[
\varepsilon_{\text{mech}} = \varepsilon_c + \varepsilon/N.
\] (1)

Due to manufacturing tolerances in the production of encoders, the line signals are erroneous, and this results in a faulty angle determination. In order to achieve a high quality angle acquisition, the parameters of an error model describing the systematic errors of the sinusoidal signals are estimated, and the inverse model is applied to compensate for the effect. The error model contains the parameters’ phase shift deviation between line signals and offset and total amplitude of both lines as written in (2) and (3). The offset errors are \( O_a \) and \( O_b \), the erroneous total amplitude \( U_a \) and \( U_b \), respectively, and the phase error \( \varphi_a \), which describes the deviation from 90 degree phase-shift between both signals as described in [10]. The specified error parameters are assumed to be a function of the mechanical angle \( \varepsilon_{\text{mech}} \).

\[
A = O_a(\varepsilon_{\text{mech}}) + U_a(\varepsilon_{\text{mech}}) \sin(\varepsilon + \varphi_a(\varepsilon_{\text{mech}})),
\]

(2)

\[
B = O_b(\varepsilon_{\text{mech}}) + U_b(\varepsilon_{\text{mech}}) \cos(\varepsilon),
\]

(3)

Figure 1 shows the impact of the different error types on the angle determination separately. The black line (---) illustrates the ideal line signals without any errors, and it corresponds to a circle with radius 1 and a center in the origin. The resulting courses for individual error parameters are depicted in blue (----). Offset errors shift the origin as shown in Figure 1a. A deviation in amplitude
deforms the circle into an ellipse parallel to one of the axes as shown in Figure 1b. The distortion in Figure 1c is caused by phase-shifted line signals.
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Figure 1. Impact of (a) offset; (b) amplitude and (c) phase-shift errors on the angle determination.

3. The Harmonic Error Correction

The proposed method, known as Harmonic Error Correction (HEC), is able to estimate the parameters’ offset and total amplitude of the sinusoidal encoder signals, which affect the fine position of the encoder, as described in Section 2. Offset and amplitude are assumed to be constant over the whole mechanical revolution in the beginning. The phase shift deviation is neglected and set to zero further on in this paper. Therefore, the assumption (2) and (3) can be simplified to (4) and (5) and combined to (6). The offset and amplitude parameters can be concentrated to the vector \( \rho \) (7):

\[ \begin{align*}
A &= O_a + U_a \sin(\epsilon), \\
B &= O_b + U_b \cos(\epsilon), \\
\hat{s} &= (A, B)^T, \\
\hat{\rho} &= (O_a, U_a, O_b, U_b)^T.
\end{align*} \]

3.1. Theoretical Structure

Figure 2 shows the scheme of the proposed error correction method. Throughout the paper, we use the variables without decoration (i.e., (6) and (7)) for true values present in the encoder, variables with hat for quantities estimated by the observer (i.e., \( \hat{\rho} = (\hat{O}_a, \hat{U}_a, \hat{O}_b, \hat{U}_b)^T \)) and variables with tilde (i.e., \( \tilde{s} = (\tilde{A}, \tilde{B})^T \)) for measured signals corrected by an inverted error model with the estimated parameters. The nonlinear observer adapts the error parameters \( \hat{\rho} \) using the estimated angle \( \hat{\epsilon} \) and the line signals \( \hat{s} \). The error correction block contains the inverted error model. The line signals \( \hat{s} \) are adjusted with the error parameters \( \hat{\rho} \) to obtain the corrected line signals \( \tilde{s} \). The atan2 function calculates the estimated angle \( \hat{\epsilon} \) from these corrected line signals.
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Figure 2. Scheme of the proposed Harmonic Error Correction.
The error correction of the line signals is implemented by a subtraction and a division of the estimated error parameters $\hat{\rho}$, as pointed out by (8) and (9). The signal flow of the error correction is shown in Figure 3:

$$\tilde{A} = \frac{A - \hat{O}_a}{\hat{U}_a}, \quad (8)$$

$$\tilde{B} = \frac{B - \hat{O}_b}{\hat{U}_b}. \quad (9)$$

Figure 3. Scheme of the error correction.

The structure of the observer is identical for both line signals with the only difference in the trigonometric function sine, respectively, cosine used. In the following, the approach is exemplarily explained for the line signal $A$, as shown in Figure 4. As can be seen from Figure 2, there is a feedback path for the estimated angle $\hat{\varepsilon}$. The observer takes this signal and calculates the estimated erroneous signal $\hat{A}$ by applying the offset $\hat{O}_a$ and amplitude $\hat{U}_a$ that was previously adapted. In a negative feedback loop internal to the observer, $\hat{A}$ is then subtracted from the input $A$ to obtain the error $e_A$, which can be seen as the innovation to be used in the adaptation process:

$$e_A = A - \hat{A} = O_a + U_a \sin(\varepsilon) - \hat{O}_a - \hat{U}_a \sin(\hat{\varepsilon}). \quad (10)$$

The speed of the adaptation is defined by the learning rates $\lambda_{ua}$ and $\lambda_{ob}$ for total amplitude and offset. The offset parameter $\hat{O}_a$ is determined by the integration of the error signal $e_A$ specified in (10). This signal flow is in the upper part of Figure 4.

Figure 4. Scheme of the observer for the line signal $A$.

The amplitude parameter $\hat{U}_a$ is gained by first multiplying the error $e_A$ with the ideal shape of the line signal and then scaled by the learning factor and integrating. In this way, the speed and sign of the parameter adaptation is directed towards the parameter that has the biggest effect to diminish the error signal $e_A$ at the current angular position. Assuming a constant offset and amplitude for both line signals, the four error parameters will converge towards the correct true values, if the adaptation runs over an extended period of time and over a range of angular positions that cover more than one cycle period of the encoder. If the integration runs over some time during which there is standstill of the encoder, the parameters of the error model will also converge to constant values, but not necessarily the correct ones. However, due to an internal negative feedback loop of the observer, there will be no
instability and runaway of the parameters. If the standstill occurs after an already correct adaptation of the parameters, there will be no change of their values because then the error signal $e_A$ stays zero. Even if the parameters converged to false values in a standstill, the adaptation will continue in the right direction once the motion restarts. The parameter adaptation in the nonlinear observer can also be interpreted as a correlation of the error signal ($e_A$ respective $e_B$) with the base function associated with the error parameter, 1 for offsets and sine or cosine for amplitude.

3.2. Stability

Stability can be investigated by the Ljapunov method [14]. The problem can be simplified by substituting the true mechanical angle $\varepsilon$ for the estimated angle $\hat{\varepsilon}$, which is used in the method. This assumption seems to be justified, if the offset and amplitude errors are in the range of only a few percent of the nominal value of the line signal amplitude. The proof of stability in this case can be referred to only one line signal because there is no cross coupling between the two line signals, if the true angle $\varepsilon$ is used to reconstruct the distorted line signals. Thus, line $A$ was chosen in this case. The reasoning can be translated for line $B$. The parameter difference between the true and estimated parameters is defined in (11) as vector $\Phi$. It is the state vector of the observer, represented by the two integrators in Figure 4. The according base functions (1 for offset, sine for amplitude) are written in (12) as vector $\beta$.

$$\Phi = \begin{bmatrix} O_a - \hat{O}_a \\ U_a - \hat{U}_a \end{bmatrix}, \quad (11)$$

$$\beta = \begin{bmatrix} 1 \\ \sin(\varepsilon) \end{bmatrix}, \quad (12)$$

The Ljapunov function $V(\Phi)$ is defined in Label (13). The desired point of convergence at the true parameter values is the equilibrium point $\Phi_R = 0$, where the derivative of the parameters $\Phi$ vanishes and the Ljapunov function becomes 0. For this purpose, the derivation of $V$ to time $t$ has to be less than or equal to 0. To prove this requirement in Label (14), the time derivative of the parameter difference $\Phi$ and the gradient of $V$ has to be determined. The derivative of $\Phi$ can be taken from the inputs of the integrators in Figure 4, assuming both learning rates to be the same $\lambda$ giving $-\lambda e_A \beta_T$. The gradient evaluates to $\Phi$. If $\hat{\varepsilon}$ is set equal to $\varepsilon$, the product of the two vectors $\beta_T \cdot \Phi$ evaluates to $e_A$ Label (15). This means that $\dot{V}$ is less than or equal to zero, as long as the learning rates are chosen to be positive. The other preconditions for Ljapunov stability, that the Ljapunov function is equal to zero at the equilibrium point itself and the Ljapunov function is greater than zero elsewhere, are also fulfilled. In summary, the Ljapunov stability is proved if the estimated angle is equal to the real angle. However, this does not include asymptotic convergence to the equilibrium point.

In a similar manner, the Ljapunov stability of the line signal $B$ is verifiable:

$$V(\Phi) = \frac{1}{2} \Phi_T \Phi, \quad (13)$$

$$\frac{d}{dt} V(\Phi) = \left[ \frac{d\Phi}{dt} \right]^T \cdot \text{grad} \left( V(\Phi) \right), \quad (14)$$

$$= -\lambda e_A \beta_T \cdot \Phi = -\lambda e_A^2 \leq 0. \quad (15)$$

The above equations show that the observer for the parameter offset and amplitude is stable, if the true angle is used in the adaptation. Because $\dot{V}$ is negative semi definite, asymptotic stability is not proven. In simulation, we saw that the parameters indeed do not converge to the true values in standstill of the encoder. Only during motion can quick convergence within a few cycles of the line signals be achieved, if the learning rates are chosen appropriately in relation to the speed of rotation,
and the true error parameters are constant. These convergence properties also hold, if the estimated angle is used in the observer to reconstruct the shape and offset of the line signals, as was shown in simulation. Obviously, the speed of the parameter convergence can be influenced by the learning rates $\lambda_{oa}$, $\lambda_{ua}$, $\lambda_{ob}$ and $\lambda_{ub}$ for each parameter. For small learning rates, the parameters converge slowly. In contrast, high learning rates lead to instability of the estimation and thereby an incorrect determination of the mechanical angle if the estimated angle is used in the observer. Figure 5 shows some oscillations with the frequency of the line cycle during transients of the offset error parameter. Higher learning rates would also result in increased oscillations. Additional selectable parameters are the initial values of the integrators. Large differences between the real parameter and the initial value can also cause instability of the estimation in this case. A good practical choice is to start with nominal values for all parameters, i.e., an initial value of 0 for the offset error estimation and an initial value of 1 for the total amplitude parameter because the true values should be close to these.

With the limitations of well selected learning rates and initial values of the integrators, as well as relatively small errors on the line signals, the proposed method estimates the erroneous parameters of the line signals and correctly determines the true angle $\varepsilon$ after the error correction of the line signals, if the error model matches the conditions in the encoder. Therefore, the proposed method does not need the true angle $\varepsilon$ in the observer to estimate the offset and amplitude errors.

3.3. Simulation

Up to this point, the true parameters of the error model ($O_a, U_a, O_b, U_b$) were assumed to be constant over time and independent of the mechanical rotation. Running a simulation with constant parameters shows that quick convergence within a few cycles of the encoder can be accomplished. At high learning rates, a convergence to values very close to the true error parameters were possible even within one cycle. However, measurements on different real encoders showed that the assumption of constant parameters for offset and amplitude does not hold. Instead, there is a variation over the mechanical revolution due to eccentricity of the optical disk, lithographic errors or other mechanical imperfections, such as variations of the distance between disk and optical system. Thus, the proposed method was tested in simulation for offset and amplitude errors that vary over one mechanical revolution but not between revolutions. For simulation, a scenario was set up to mimic this behavior. The disk was chosen with a low number of only 32 cycles. The courses of parameters of the error model consist of a constant part and a smooth variation dependent on the mechanical angle. The amplitude of the line signals varies sinusoidally over one mechanical revolution with an additional offset. The offset parameters are implemented as a Gaussian curve with an additional offset. The peak to peak variation of all four model parameters was chosen in a range of 5% of the nominal amplitude of the line signals because this seemed reasonable.

Figure 5 shows the simulation results of all error parameters over two revolutions for a forward and backward rotation at a speed of $2\frac{\pi}{s}$. The mechanical angle $\varepsilon_{mech}$ starts at 0 and increases to $4\pi$ for the forward rotation and decreases from $4\pi$ to 0 for the backward rotation. The black line (—) represents the chosen error curve for each parameter. The blue (—) and the green curve (—) depict the estimated parameter course if the encoder turns forward or backward.

Due to the method of estimation, the parameter curves are afflicted by high frequency oscillations depending on the line cycle frequency and ratio between learning rate and rotational speed. Another characteristic of this method is that the estimation is always delayed with respect to the direction of motion against the true error curve. This also results from the estimation procedure in the proposed design. The integrators need time to adjust to the correct value. Thus, there is a transient at the beginning of the estimation. This is shown at small angles for the forward rotation and in the range of $4\pi$ for the backward rotation. Nevertheless, the overall shapes of the error parameter curves reproduced quite nicely. It must be noted that the proposed error model was originally set up to identify constant parameter values, but, in this case, the factors for the learning rate were driven up so high that the error parameters could even track time varying parameters.
3.4. Experimental Results

First, experimental results were able to confirm the behavior of the HEC method. The experimental setup is part of a general motor test bench with a PMSM motor and attached encoder with 2048 lines per revolution. The encoder line signals are prepared for digitalization with a two-stage amplifier circuit to match the ADC input voltage range. The amplified signals are simultaneously sampled by 14-bit ADCs at a sampling rate of 10 MHz. Sampled data is processed by an FPGA, performing the atan2(y,x) calculation and signal correction. The signal correction algorithm takes 5 µs to evaluate, which equals an update rate of correction factors of 200 kHz. For this measurement, the motor was driven at a constant speed of 480 rpm. Therefore, the frequency of the line signals was 16,384 kHz.

Figure 6 shows the estimated parameter courses for one mechanical revolution as a function of the mechanical angle $\epsilon_{\text{mech}}$. The first and the second panel (a) and (b) show the offset course, and
panels (c) and (d) the amplitude course of the two lines A and B. There are two curves in each panel, which represent forward and backward rotation at the same speed. The amplitude is estimated in analog-to-digital converter increments and is then normalized to the mean of several measurements at different speeds. The calculated offset is also estimated in analog-to-digital converter increments and then normalized to the mean of the amplitude courses, and is shown in percent.

![Graphs showing amplitude courses and offsets for lines A and B.](image)

**Figure 6.** Experimental results of the Harmonic Error Correction of (a) the offset of line A; (b) offset of line B; (c) amplitude of line A and (d) amplitude of line B (2048 line cycles per revolution).

The amplitude oscillates sinusoidally around the mean plus an offset as shown in Figure 6c,d. This could result from an eccentrically fixed encoder disk. The offset courses in Figure 6a,b are almost constant over one mechanical revolution with some characteristic peaks at certain points. It is striking that these peaks in curves A and B seem to be shifted by the same value. This could indicate that the sensors of lines A and B are displaced by this value and the optical disc has some lithographic manufacturing errors.
Striking is not only the shift between the A and B lines but also the shift within the same track depending on the direction of rotation. This is observable in each panel of Figure 6. This corresponds to the simulation results described in Section 3.3 and is a result of the estimation algorithm.

4. The Iterative Harmonic Error Correction

The proposed Iterative Harmonic Error Correction, IHEC, is an advancement of the Harmonic Error Correction described in Section 3. The disadvantages of the HEC method, a high-frequency oscillation on the estimated parameters during parameter transients and a lagging identification in direction of rotation, are eliminated.

The model of the HEC assumes that the error parameters are constant over time and mechanical revolution. Only a high learning rate allows fast tracking of the parameter course and direct use of this information to correct the line signals immediately at the following sampling step. If the model assumption of constant error parameters is substituted by an error parameter course as a function of the angular position, the integrated error can be stored in a table at the correct angular position, and the table entry be used as a precompensation for the next pass through the same angular position to accumulate residual parameter errors. This procedure is iterated over some revolutions until the absolute residual error drops below a predefined threshold.

4.1. Theoretical Structure

An overview of the scheme of the proposed IHEC is given in Figure 7 showing the basic signal flow. The measured line signals $s$ of the encoder are adjusted by the error correction depending on the estimated mechanical angle $\hat{\epsilon}_{\text{mech}}$. The correction table contains the parameter course over one mechanical revolution depending on the mechanical angle $\hat{\epsilon}_{\text{mech}}$. The table has been updated in previous revolutions or initialized to nominal values. Because the estimated value of the angular position $\hat{\epsilon}_{\text{mech}}$ is used to address the function values of the error parameters, this involves an algebraic loop, which has to be resolved by either an iteration or a delay by one sampling period. For simplicity, the latter was chosen with the assumption—that the angle difference between sampling steps is negligible. During every full revolution, the error parameters $\hat{\rho}$ in the correction table will be updated by the observer output for use during the following revolution.

The corrected line signals $\tilde{s}$ are used to compute the estimated angle of the line signals $\hat{\epsilon}$. It is important to distinguish between the angle of the line signals $\hat{\epsilon}$ inside one optical cycle and the mechanical angle of the rotation $\epsilon_{\text{mech}}$, which covers a full mechanical rotation. The mechanical angle $\epsilon_{\text{mech}}$ can be calculated from $\hat{\epsilon}$ with the conversion block essentially counting overflows and underflows of $\hat{\epsilon}$ at the transition between optical cycles of the encoder.

Figure 7. Scheme of the proposed Iterative Harmonic Error Correction (IHEC).

The main difference between IHEC and HEC lies in the fact that IHEC uses a filter window over equidistant samples of the mechanical angle with the exact length of one optical cycle. It operates
as a finite impulse response (FIR) filter. Its filter coefficients are constant in the case of the two offset parameters (19) and (20) or contain the sine and cosine functions corresponding to their angular positions (21) and (22) within the optical cycle.

To determine the output of the observer and thus the estimated parameter course for one revolution, four calculation steps are required. These steps are repeated every revolution iteratively until the error signal is smaller than a defined limit. In the first step, the error signals $e$ between the corrected line signals $\tilde{s}$, and the ideal line signals $\hat{s}$ without offset and with the ideal amplitude of 1, are calculated based on the estimated angle $\hat{\epsilon}$ (16):

$$e = \tilde{s} - \hat{s} = \begin{pmatrix}
O_a - \hat{O}_a + U_a \sin(\hat{\epsilon}) \\
\hat{U}_a \\
O_b - \hat{O}_b + U_b \cos(\hat{\epsilon}) \\
\hat{U}_b
\end{pmatrix} - \begin{pmatrix}
\sin(\hat{\epsilon}) \\
\hat{\epsilon} \\
\cos(\hat{\epsilon}) \\
\hat{\epsilon}
\end{pmatrix}.$$  

(16)

In the second step, the error signals $e$ are sampled at equidistant angular positions and fed into an FIR filter whose length (angular samples) covers one line cycle of the encoder with a number of samples $T_F$. Each error parameter in $\hat{\rho}$ has its own FIR filter. These filters have different coefficients $b_{ji}$ depending on the parameter to be estimated. In the third step, the FIR filter output is divided by the filter length $T_F$, and this quotient is spread over the last $T_F$ table entries. In summary, operations two and three, to determine the modification of a parameter $\Delta \hat{\rho}_i$ at one sampling point as represented by (17), are exemplarily shown for $\Delta \hat{\rho}_i$ at sampling point $n$. By utilizing this operation, the high-frequency oscillations on the estimated parameters and a lagging identification, which are the disadvantages of the HEC method, are eliminated:

$$\Delta \hat{\rho}_i[n] = \frac{1}{T_F} \sum_{k=0}^{T_F-1} \sum_{j=0}^{T_F-1} b_{ji} e_i[n + k - j].$$  

(17)

The new parameter course is determined in step four by adding the modification of a parameter $\Delta \hat{\rho}_{i,r+1}$ to the old value $\hat{\rho}_{i,r}$ of the last revolution $r$, shown in (18):

$$\hat{\rho}_{i,r+1} = \hat{\rho}_{i,r} + \Delta \hat{\rho}_{i,r+1}.$$  

(18)

The filter coefficients for the FIR filters are chosen in the same way as in the HEC method at the respective angular positions. For the estimation of the offset error $\hat{O}_a$ and $\hat{O}_b$, the filter coefficient is defined as the learning rate divided by the filter length $T_F$, Equations (19) and (20). This corresponds to a simple moving average calculation. The filter coefficients for the amplitude parameters $\hat{U}_a$ and $\hat{U}_b$ also incorporate the learning rate divided by the filter length $T_F$ but additionally multiplied by a scaling factor and by the sine, respectively the cosine of the estimated angle at the considered point, Equations (21) and (22), to achieve the same behavior as in the HEC method:

$$b_{j,oa} = \frac{1}{T_F} \lambda_{oa},$$  

(19)

$$b_{j,ob} = \frac{1}{T_F} \lambda_{ob},$$  

(20)

$$b_{j,ua} = \frac{2}{T_F} \lambda_{ua} \sin(\hat{\epsilon}[n + k - j]),$$  

(21)

$$b_{j,ub} = \frac{2}{T_F} \lambda_{ub} \cos(\hat{\epsilon}[n + k - j]).$$  

(22)

The simulation of the IHEC method was run repetitively over three mechanical revolutions, which are completely shown in Figure 8. For a closed solution, the values of the error signals $e$ outside the observation period have to be defined. In this case, they are set to zero. This results in a ramp-shaped
slope at the left and right end of the estimated parameter courses for the IHEC method. The middle revolution from $2\pi$ to $4\pi$ does not show this effect.

As already described in Section 3.1, for the HEC method, it is necessary to have well defined initial values and learning rates. For the IHEC, the parameter courses for the initial revolution $\hat{\rho}_{i,0}$ have to be defined. A good choice is an initial value of 0 for the offset error estimation and an initial value of 1 for the amplitude parameter estimation for a whole mechanical revolution. In addition, the number of iterations or a lower bound for the change of the parameter curves has to be chosen. With a skillful choice of the learning rates, the number of iterations can be kept low. The smaller the learning rates, the more iterations are necessary to estimate the real parameter curve. However, higher learning rates could cause an overshoot or even instability of the estimation.

4.2. Comparison

To compare the Harmonic Error Correction and the Iterative Harmonic Error Correction proposed in Sections 3 and 4, both methods are simulated with the same erroneous line signals as inputs. The chosen line signals have the same course as before in Section 3.3. Figure 8 depicts the parameter courses for a simulation of three mechanical revolutions. The black line (—) shows the erroneous parameter course, the blue line (—) the estimated course obtained by the HEC and the dotted green line (– – –) the same by IHEC, which is depicted after six iterations. As described in Section 4.1, the courses of the IHEC increase ramp-shaped at the right and left end of the estimation, but in the center part of the graphic, the curves track the chosen parameter course. Moreover, it must be noted that this performance is achieved after just a few iterations.

A clear difference between the IHEC and HEC is that the IHEC does not show high-frequency oscillations on the parameter courses mainly on the offsets, where frequency of the line cycle couples into the parameter adaption due to high learning rates. It shows very dominantly on the offset signals. Secondly, the simulation of both methods shows that the HEC compared to IHEC has an angle-shifted parameter identification delayed in the direction of rotation. Except for the IHEC, a few iterations are necessary for the error parameters to converge, always under the assumption that the course of the error parameters does not change between revolutions. This condition can be dropped with the HEC method.

Figure 9 depicts the difference $\Delta \epsilon$ between the true angle $\epsilon$ and the estimated angle $\hat{\epsilon}$ in the simulation for both methods and without any error correction. The black line (—) shows the angle difference, if the angle is determined without correcting the erroneous line signals. The blue (—) and the green line (—) show the difference if the HEC and the IHEC is applied. The improvement by the two correction methods is obvious. The IHEC provides the best compensation at the price, and several revolutions are needed to adapt to the error course.

As both methods are based on different error models, the application depends on what types of errors are to be compensated. If we are to deal only with unsymmetrical photo diodes for positive and negative signs or between the lines, the parameter offset and amplitude will not be dependent on the mechanical rotation of the disk, and, therefore, an error model with constant parameters is adequate. Thus, the best choice is HEC. If errors from the etching process of the disk also play a mayor role, a table compensation with IHEC dependent on the mechanical angle is necessary. Of course, the implementation and calculation burden is much more complex for the IHEC. This was also the reason why this method was only investigated in simulation up to now. In summary, both methods are useful to estimate the errors on the sinusoidal line signals.
Figure 8. Simulation results for parameter variation over one revolution of (a) the offset of line $A$; (b) offset of line $B$; (c) amplitude of line $A$ and (d) amplitude of line $B$ of both estimation methods.

Figure 9. Simulation results of the difference between the real and the estimated angle.
5. Conclusions

Encoders are widely used in motor drives to determine the mechanical angle of the motor shaft. Systematic errors of the resulting line signals are finally not preventable and affect the accuracy of the measured angle. Methods presented in this paper are able to identify amplitude and offset errors on the line signals and correct these to receive a more precise measured angle even without knowledge of a reference value for the mechanical angle during estimation. The error parameters may be constant or may depend on the mechanical angle. Both methods have been tested in simulation and have shown good to excellent convergence to the true error parameters. The HEC was also evaluated experimentally, confirming the results from simulation. To validate the Iterative Harmonic Error Correction, experimental studies are planned for this method.

The proposed methods are applicable to different requirements and have the presented advantages and disadvantages. The IHEC is practicable for angle-dependent errors, which are repetitive every revolution. In these application cases, an accurate estimation of the error courses is possible after a few iterations. The HEC estimates the error parameter continuously so there are no requirements on the type of the error. However, using the HEC leads to a lag of the estimation.

It is important to note that both methods use only the estimated angle to determine the error parameters, correct the line signals with these parameters in a feedback loop and compute the adjusted angle. In future research, a theoretical analysis of the stability limit of the estimation will be done. In addition, it could be useful to define criteria for the optimal values of the learning rates. As an extension of both models, the phase-shift between both line signals will also be taken into account in further studies. The IHEC method needs additional work for the practical implementation at arbitrary rotation speeds of the encoder because, during the first simulation tests reported here, an integer multiple of the line signal frequency was assumed for the sampling frequency of the angle discrete signal processing. In this way, re-sampling the time equidistant samples to obtain an integer number of samples in a line cycle, and, therefore, also in a mechanical revolution, was avoided.
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Abbreviations

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEC</td>
<td>Harmonic Error Correction</td>
</tr>
<tr>
<td>IHEC</td>
<td>Iterative Harmonic Error Correction</td>
</tr>
<tr>
<td>ENDAT</td>
<td>Digital encoder communications protocol, proprietary Dr. Johannes Heidenhain GmbH</td>
</tr>
<tr>
<td>HIPERFACE®</td>
<td>Digital encoder communications protocol, proprietary SICK STEGMANN GmbH</td>
</tr>
<tr>
<td>BiSS</td>
<td>Open digital encoder communications protocol, iC-Haus GmbH</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>HANN</td>
<td>Harmonic Activated Neural Network</td>
</tr>
</tbody>
</table>
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