Role of surrounding gas in the outcome of droplet splashing
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This study investigates the influence of the surrounding gas on a droplet impacting a smooth dry glass surface at high Weber and Reynolds numbers. It was performed using a flywheel experiment and different gases at ambient pressure. We analyzed the splashing outcome by measuring the size, velocity, and angle of the secondary droplets and by calculating the total volume ejected. We show that gas entrapment is not the mechanism responsible for splashing at high Weber and Reynolds numbers. We demonstrate that splashing is influenced by the density, followed by the viscosity, and last by the mean free path of the surrounding gas. Furthermore, the surrounding gas primarily affects the number of secondary droplets ejected and their ejection angle, whereas the droplet size and horizontal velocity are independent of the surrounding gas properties. We provide the first theoretical expression for the total volume ejected using the theory of Riboux and Gordillo [Phys. Rev. Lett. 113, 024507 (2014)], which attributes the secondary droplet generation to a lift force experienced by spreading lamella. The relationship between the ejected volume and the splashing parameter is described by a power function.
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I. INTRODUCTION

When a droplet impacts solid surfaces at high velocities, it atomizes into many secondary droplets (see Fig. 1). This splashing phenomenon is very common in nature and in many technical applications, such as coating, cooling, gas turbines, and aircraft icing [1–4]. Several investigations have been carried out to analyze the splashing threshold or the maximal spreading diameter. Nevertheless, almost nothing is known about the secondary droplets that are generated [1,5]. Theoretical and empirical models have been proposed to describe this phenomenon as a function of the impact conditions and the fluid and gas properties [6,7]; however, these theories have only been validated for impact velocities slightly higher than the splashing threshold. Thus, can these theories explain the physics behind the impact of high velocity droplets?

FIG. 1. A water droplet of diameter 3.7 mm, traveling at 10 m/s, impacts a smooth dry glass surface surrounded by air. This example of a prompt splash shows the ejection of secondary droplets from the spreading rim at the surface; scale bar 500 μm.
It has been demonstrated that the surrounding gas plays an important role during the impact process [8]. In the early stages of the impact, the droplet deforms just before the contact with the surface and entraps a small amount of gas [9], while during the spreading phase the gas determines the dynamics of the thin lamella [10]. Xu et al. [8] demonstrated that at reduced pressure splashing can be suppressed; however, it has been recently suggested that it is the gas density and not the pressure that affects the splashing behavior [11]. On the contrary, Jian et al. [12] have postulated that this process is dominated by the gas viscosity with a minor contribution from the gas density. Therefore, it is still unclear which property of gas affects splashing the most.

We performed a systematic experimental study using different gases at constant absolute pressure to understand how the surrounding gas affects the entrapped gas bubble and the generation of secondary droplets. We analyzed the morphology and size of the entrapped gas bubble and performed a full characterization of the splash first by measuring the size, velocity, and angle of the droplets and then by calculating the total number and volume ejected. We make use of the theories of Mandre et al. [13] and Hicks and Purvis [14] to analyze the gas entrapment phenomena at the early stage of impact. We combine the theory of Riboux and Gordillo [15] with our experimental data to study the mechanism responsible for the ejection of secondary droplets. We aim to provide a simplified formulation for the total volume ejected, which is needed for modeling in many technical applications.

II. EXPERIMENTAL METHOD

The experimental setup used in this study is shown in Fig. 2. Water droplets of diameter $D \approx 3.7$ mm are formed and released by a droplet generator. These droplets fall freely due to gravity while a flywheel, on which the impact substrate is mounted, rotates at a constant angular velocity $\omega$. The relative velocity between a falling droplet and the impact substrate determines the impact velocity, which is held constant at $U \approx 10$ m/s. The surface roughness of the glass substrate is $R_a = 22$ nm. The properties of the water used are $\rho_l = 998$ kg/m$^3$, $\mu_l = 1.003$ mPas, and $\sigma_l = 72.75$ mN/m. This setup allows for experiments at $\text{We} = \rho_l U^2 D / \sigma_l \approx 4800$ and $\text{Re} = \rho_l U D / \mu_l \approx 35000$, respectively. The entire flywheel is sealed within a chamber to allow the use of different gases. The oxygen concentration $\chi_{O_2}$ and the absolute pressure $p$ are measured next to the impact position to calculate the properties of the gas mixture [16,17]. Table I shows the calculated properties of the gases used in the experiment. The absolute pressure was constant for all experiments at $p_{\text{atm}} \approx 1$ bar. For each of the cases studied, more than 1000 impacts total have been evaluated at different elapsed times to provide a solid statistical database.
TABLE I. Gas properties calculated during the experiments. The gas concentration $\chi$ is represented in parenthesis.

<table>
<thead>
<tr>
<th>Gas</th>
<th>$\rho_g$ (kg/m$^3$)</th>
<th>$\mu_g$ ($\mu$Pas)</th>
<th>$\lambda_g$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He(95%) He(70%) NH$_3$(77%) NH$_3$(54%)</td>
<td>0.22</td>
<td>20.3</td>
<td>173</td>
</tr>
<tr>
<td>Air O$_2$(95%) Ar(79%) CO$_2$(41%) CO$_2$(74%) SF$_6$(39%)</td>
<td>0.48</td>
<td>18.9</td>
<td>110</td>
</tr>
<tr>
<td>CO$_2$(74%) SF$_6$(39%)</td>
<td>0.83</td>
<td>12.7</td>
<td>55</td>
</tr>
<tr>
<td>CO$_2$(41%)</td>
<td>0.94</td>
<td>14.8</td>
<td>60</td>
</tr>
<tr>
<td>CO$_2$(74%)</td>
<td>1.21</td>
<td>18.2</td>
<td>66</td>
</tr>
<tr>
<td>Ar(79%)</td>
<td>1.32</td>
<td>20.3</td>
<td>70</td>
</tr>
<tr>
<td>O$_2$(95%)</td>
<td>1.56</td>
<td>21.7</td>
<td>69</td>
</tr>
<tr>
<td>He(95%)</td>
<td>1.46</td>
<td>16.1</td>
<td>53</td>
</tr>
<tr>
<td>NH$_3$(54%)</td>
<td>1.67</td>
<td>15.2</td>
<td>47</td>
</tr>
<tr>
<td>NH$_3$(77%)</td>
<td>3.22</td>
<td>16.4</td>
<td>36</td>
</tr>
</tbody>
</table>

To visualize splashing, we used a shadowgraph technique with two high-resolution double-frame cameras (4008 × 2672 pixel) and a Nd:YAG laser with diffuser optics. A 180 mm lens with a teleconverter was connected to each camera, providing a maximal resolution of 5 $\mu$m/pixel. Both cameras allow a global and a detailed view of the splash as shown in Figs. 2(d) and 2(e). To avoid false positive detection of the smallest droplets, for example due to pixel noise, we evaluated only the droplets with a minimum area of $3 \times 3$ pixels. This restriction permits the analysis of droplets larger than 15 $\mu$m. The use of conventional lenses with a limited depth of field (DOF) means that the droplets closest to the focal plane are likely to be detected, while the droplets further away are blurry or not detected at all (see sketch in Fig. 2). Additionally, larger droplets are more likely to be detected even if they are out of the focal plane; the detected droplet size is proportional to the DOF [18]. This proportionality biases the probability distribution function of the droplets, as the frequency of the smaller droplets tends to be underestimated. To correct for this, we calibrated the control volume in the depth direction by traversing a commercial target plate through the impact area. The calibration provides the correlation between DOF and droplet size, which is then used in the statistical results.

The synchronization of the cameras with the droplet generator and flywheel was performed using a delay generator. The delay generator received the trigger signal from a light barrier mounted on the flywheel and then sent two delayed signals: the first one to a solenoid, which smoothly hit the needle and released the droplet, and the second signal was sent some milliseconds later to the cameras that recorded the events.

### III. RESULTS AND DISCUSSIONS

#### A. The entrapped gas bubble

We first analyzed the entrapped gas bubble, observed when the spreading film height is very thin, as shown in Fig. 3. The dynamics of this gas entrapment are described by the lubrication theory in the gas, which excludes any compressibility effect [19]; however, it has been pointed out that for high-velocity impacts this cannot be neglected [13]. According to Mandre et al. [13], the distance between the droplet bottom and the surface at which the droplet starts to deform is defined as $H = 1.6\epsilon^{1/3}DSt^{2/3}$, where $\epsilon = p_{atm}\{DU^7/\rho_p^4/(2\mu_p)^{3/2}\}^{1/3}$ is the compressibility factor and $St = 2\mu_p/\rho_p UD$ is the Stokes number. We used the properties of the gas mixtures in the experiments to calculate $H$ and obtained a variation between 100 $< H <$ 150 nm. One interesting observation is that in the experiments conducted with He(95%) the predicted height $H \approx 140$ nm is smaller than the mean free path of gas molecules $\lambda_g = 173$ nm, which implies that the continuum equations without slip correction are not able to properly describe the gas between the droplet and the surface. Hence, either lubrication theory with slip models or kinetic gas theory must be applied instead [20]. The model of Mandre et al. [13] suggests that at $H \approx \lambda_g$ the deformation of the droplet starts in a region where no gas molecule is probable to be found; therefore, gas entrapment should not be expected. Despite this, we observed that the gas is always entrapped. Based on their numerical simulations at reduced pressure, Mandre and Brenner [21] later suggested that in this particular case the gas beneath the droplet is compressed rather than drained out, which again leads to entrapment. To our knowledge, by changing the physical properties of the gas without reducing...
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FIG. 3. Footprints of the gas entrapment mechanism. The top image on the left side shows the spreading rim and the entrapped gas within a box. The enlargements highlight the different morphologies that were observed; scale bars 500 μm. The diagrams show the diameter of the ring of microbubbles \(d_b\) as a function of the gas density and viscosity.

the gas pressure, our study provides the first experimental evidence that supports this idea of Mandre and Brenner [21].

We also observed different morphologies for the different gases (see Fig. 3). Although the most common morphology observed was a ring of microbubbles with single or multiple larger bubbles in the center [22], a single bubble was observed only when using helium. Increased gas density resulted in more bubbles in the center and thicker rings. During the experiments with SF6(39%), the primary droplet slightly deformed to an oblate before the impact. This was caused by the high stagnation pressure at the impact surface, which was generated by the flywheel rotation.

To conclude the analysis of the entrapped gas bubble, we measured the diameter of the ring of microbubbles \(d_b\), which determines the position where the droplet contacts the substrate [22]. Although it has been suggested that either the density [11] or the viscosity [12] dominates the early stage of splashing, we found that the gas bubble diameter is strongly influenced by both \(\rho_g\) and \(\mu_g\) (see Fig. 3). To elucidate how each gas property affected the entrapment size, we compared the following two cases. In the first case, we picked out two gases with the same viscosity but significantly different densities, \(\Delta \rho_g \approx 83\% \) [He(95%) and O2(95%)], and we observed that the diameter \(d_b\) varied approximately 30%. However, we selected another two gases with similar densities but different viscosities \(\Delta \mu_g \approx 30\% \) [CO2(74%) and Ar(79%)] and we observed that \(d_b\) varied about 14%. These comparisons clearly show that both properties can influence the early stage of impact.

Regarding the role of compressibility, the model of Mandre et al. [13] predicts that the gas bubble diameter becomes smaller when \(\epsilon^{-1}\) increases, but our experiment demonstrates the opposite. For example, we found that for He(95%, \(\epsilon^{-1} = 89\)) a diameter of 210 μm is formed, while for CO2(74%, \(\epsilon^{-1} = 98\)) the diameter is 330 μm. The reason for this difference probably lies in the theoretical approach of their model, which assumes either an isothermal or adiabatic gas state. Hicks and Purvis [14] show with a full analysis of this gas, including energy conservation equations, that the gas bubble diameter is independent of the compressibility. This is the result of an interaction between the gas density, temperature, and interface which leads to greater lateral spreading of the gas than that predicted by Mandre et al. [13]; therefore, the decrease in size is compensated due to energy conservation. Since the gas bubble diameter is independent of the compressibility, the diameter can be predicted using the previous developed incompressible theory of Hicks and Purvis [23]. It concludes that

\[
d_b = K \left( \frac{4\mu_g}{\rho_l U} \right)^{1/3} (D/2)^{2/3},
\]
with $K = 3.8$ as calculated in Ref. [14]. This formula agrees with the experimental data obtained by Li and Thoroddsen [24], where they investigated the droplet impact using only air as a surrounding gas. As shown in Fig. 3, this incompressible model predicts $d_b$ accurately only for our low-density gases, even at high Weber and Reynolds numbers. By increasing the gas density, the model predicts almost the same diameter while our measurements clearly demonstrated an increase. We attribute this discrepancy to the absence of gas density in Eq. 1, which increases in relation to $\rho_g$. The slight deformation of the primary droplet observed during experiments with SF6 probably led to more entrainment than expected for a perfectly spherical droplet [24]. Considering this effect in Eq. (1), the model predicts a diameter of $\approx 250 \mu m$ and, consequently, droplet deformation caused by substrate movement is insufficient to explain the discrepancy observed.

B. The size and velocity of the secondary droplets

Although a small amount of gas was entrapped regardless of which gas was used, splashing was not always observed when using helium or NH3(77%). Xu et al. [8] studied the droplet impact at reduced pressure and concluded that the stress on the expanding lamella destabilizes the liquid and leads to its breakup. They estimated this stress as $\Sigma = 0.5\rho^*Ma^{-1}WeRe^{-1/2}$ with $Ma$ as the Mach number and $\rho^* = \rho_g/\rho_l$. When $\Sigma > 0.45$, splashing is expected. The use of this simple equation with our configurations indicates that for He(95%) no splash should be expected. For NH3(77%) a stress of $\Sigma = 0.46$ is estimated; this specific case is at the splash limit. In fact, we observed splashing in some of the images, demonstrating that a small change in the impact condition would provoke splashing. On the contrary, for He(70%) a stress of $\Sigma = 0.61$ is estimated, clearly suggesting splash. However, our measurements show similar behavior as for NH3(77%), where splashing was only observed in some images.

In a more detailed theoretical investigation, Riboux and Gordillo [7] considered an inviscid and incompressible flow and concluded that splashing is attributed to a lift force experienced by spreading lamella. Their theoretical analysis shows that this lift force results from the lubrication force induced by the gas beneath the lamella and the suction force induced at the top of it. If the ratio of this lift force to surface tension $\beta = \sqrt{FL/(2\sigma)}$ is larger than 0.14, then splashing is expected.

Similar to the stress analysis of Xu et al. [8], the splashing parameter $\beta$ predicts only the absence of splashing for He(95%). However, this theory indicates that the cases with He(70%) and NH3(77%) are very close to the splashing threshold, with $\beta = 0.16$ and 0.19, respectively. The estimation of splashing proposed by Riboux and Gordillo [7] is therefore in better agreement with our observations. To finalize this section on what evokes splashing, we concluded based on the existing theoretical models, the previous observations made by Liu et al. [25], and our experiments that the entrainment of gas is not the mechanism responsible for triggering splashing. Hence, to investigate this physical process, we focus the following discussion on the secondary droplets that are generated.

Figure 4(a) shows the size distribution of the secondary droplets obtained by using different gases. This diagram demonstrates that the secondary droplet size is independent of the surrounding gas, even though the number of droplets detected increases with the gas density. Similar to our observations, Lakta et al. [26] qualitatively reported the ejection of more droplets with increased pressure. Note that the gas density is proportional to pressure. Thoroddsen et al. [6] suggest that the droplet size in early stages can be estimated because they are generated at the tip of fingerlike jets, which are formed at the rim of the spreading lamella. This assumption leads to $d_s \approx 4/\sqrt{\mu l t/\rho_l}$. This model neglects any other droplet formation mechanisms that occur at later stages, such as jet-merging and satellite droplets [27]. While the model predicts a maximal droplet size of $d_s = 0.04D$, our measurements revealed that their size never exceeded $d_s = 0.02D$. This difference can be attributed to an incorrect estimation of the rim dimensions at high impact velocities.

To calculate the diameter of the secondary droplets using the model presented by Riboux and Gordillo [7], it is necessary to first compute the state of the lamella at the ejection instant. This state can be characterized by the ejection time ($\tau_e$), thickness ($h_l$), and velocity ($u_l$) of the lamella. These
are calculated as
\[ c_1 \text{Re}^{-1} \tau_e^{-1/2} + \text{Re}^{-2} Oh^{-2} = c_2 \tau_e^{3/2}, \quad h_1 = \frac{\sqrt{12} \tau_e^{3/2}}{\pi}, \quad \text{and} \quad u_1 = \frac{1}{2} \frac{3}{\tau_e}, \]

where \( c_1 = \sqrt{3}/2, \ c = 1.21, \ \text{Re} = \rho UD/(2\mu), \ \text{and} \ Oh = \mu/\sqrt{\rho D/2\sigma}. \) The dimensional formulation of the ejection time, thickness, and velocity are obtained as \( T_e = \tau_e D/(2U), \ H_1 = h_1 D/2, \ \text{and} \ U_1 = u_1 U. \) In the case of a prompt splash, the size and velocity of the ejected droplets correspond to the droplet angle and velocity of the spreading lamella. However, the measurements presented here capture the droplets once

\[ h_a^+ = \frac{h_a}{(1 - \sqrt{2}/\sqrt{\text{Re} c h_a})} \quad \text{and} \quad u_a^+ = u_a(1 - \sqrt{2}/\sqrt{\text{Re} c h_a}), \]

with \( h_a = h_1/3 \) and \( u_a = 2u_1. \) Finally, the droplet size and velocity can be determined by \( d_{\text{model}} \sim Rh_a^+ \) and \( u_{\text{model}} \sim U_{\text{model}}^+. \) The theory reveals that the first secondary droplets are ejected at \( T_e \simeq 1.7 \mu s \) with \( d_{\text{model}} \simeq 3 \mu m \) and \( u_{\text{model}} \simeq 80 \text{ m/s}, \) which are similar to the values measured by Thoroddsen et al. [6]. However, to compare this model to our results, the elapsed time for the generation of secondary droplets must be known; otherwise, the model predicts a continuous increase in the droplet size over time. According to the experiments of Thoroddsen et al. [6], which are the closest to our configuration, the majority of the secondary droplets were generated in the first 100 \( \mu s \) after impact, i.e., \( \tau = 0.2. \) If this is also true in our experiments, then the mean diameter of the ejected secondary droplets predicted by the model is \( d_{\text{model}} \simeq 25 \mu m \) for all the studied cases; while we measured \( d_s \approx 27 \mu m. \)

Figure 4(b) shows the horizontal velocity of the droplets \( u_{\text{model}} \) over the dimensionless time \( \tau = tUD^{-1}. \) Similar to our previous conclusion, the horizontal velocity is almost independent of the gas. This evolution over time using Eqs. (2) and (3) is also predicted by theory. This reinforces the previous observation made by different authors, where \( U \sim \tau^{-1/2} \) [6,7,28]. Contrary to the droplet size and horizontal velocity, the vertical velocity of the droplets \( u_{\text{model}} \) is strongly affected by the gas, as can be seen in the evolution of the angles in Fig. 4(c). The theory of Riboux and Gordillo allows calculation of the vertical velocity as \( u_{\text{model}} \sim 10U/\sqrt{F_l}/(\rho H U D^2) \) and shows agreement with the droplet angle measurements. Note that the droplet angle of Riboux and Gordillo is defined by the angle of the spreading lamella. However, the measurements presented here capture the droplets once
they have detached from the lamella. After the detachment, the aerodynamic forces on the droplets, for example, drag or lift, may play an important role and should be considered. We assume that these aerodynamic forces are in fact responsible for the offset between our measurements and the prediction. Nevertheless, the tendency is well described by the model. In the numerical investigation performed by Guo et al. [11], the influence of the surrounding gas has also been attributed to the vertical deflection of the lamella as a result of the aerodynamic forces. We have demonstrated these effects here for the first time by measuring the secondary droplets ejected.

C. The total ejected volume

Although the characterization of the secondary droplets has revealed important information about splashing, it is still unknown how much volume of the primary droplet flies away during splashing. To quantify this, we calculated the total volume of the secondary droplets $V_i$ as follows. First, we determined the volume of each droplet $V_i = \pi d_i^3/6$. Second, we estimated the position that each droplet would have at every point in time for the remainder of the splash. Third, we defined a fixed control surface at 1.1 times the maximal spreading diameter as shown in Fig. 2(c). Fourth, we performed a radial extrapolation of only the droplets that pass through the control surface. The extrapolated volume flux for each $\Delta \tau$ is defined as

$$\Phi_s = 2\pi \sum_{i=1}^{N} \frac{\psi_i (x_i - x_{\text{imp}})}{V_i},$$

where $x_i$ is the droplet position before crossing the control surface, $x_{\text{imp}}$ the impact center, and, $\psi_i$ the individual depth of field (DOF). Finally, the total volume is obtained after integrating $\Phi_s$ over time. Note that by taking the DOF of each droplet into account, we correct the detection probability bias, as explained in Sec. II, and increase the accuracy with which the total volume is calculated. The total number of droplets $N$ is estimated by counting the number of droplets which have been extrapolated. This method is based on the work of Faßmann et al. [29], except here the volume is only extrapolated from the droplets passing over a control surface, eliminating the necessity of weighting factors. We would like to emphasize that we only evaluated droplets larger than 15 $\mu$m, and according to our estimate using the theory of Riboux and Gordillo [7], the smallest droplets should be 3 $\mu$m in diameter. Thus, a small amount of volume could not be measured; however, the contribution of these small droplets ($V_{3\mu m} = 1.41 \times 10^{-17}$ m$^3$) to the total volume is insignificant in comparison with the volume of larger droplets ($V_{50\mu m} = 6.54 \times 10^{-14}$ m$^3$). For that reason, we expect that our results would not be greatly affected by capturing all droplets smaller than 15 $\mu$m.

The images in Fig. 5 show the outcome of splashing when the properties of the surrounding gas change at constant ambient pressure. To determined which gas property affects these observations the most, we compare two gases with similar viscosities but significantly different densities, $\Delta \rho_g \approx 60\%$ [He(70%) and air], and we observed that the total volume loss $V_s/\nu_D$ differed by approximately 99%. By comparing another two gases with similar densities but different viscosities, $\Delta \mu_g \approx 30\%$ [CO$_2$(74%) and Ar(79%)], we observed that $V_s/\nu_D$ varied by approximately 34%. When we compared He(95%) with He(70%), the mean free path changes $\Delta \lambda_g = 50\%$ but $\Delta \mu_g < 7\%$, and we note that the total volume loss $V_s/\nu_D$ changed from 0 to 2%, suggesting that the mean free path has almost no influence on the total volume, while considering that $\lambda_g \propto \rho_g^{-1}$. To summarize, we concluded that the most dominant gas property affecting the generation of secondary droplets is the density, followed by viscosity and mean free path. This conclusion is also valid for the total number of droplets ejected, since the droplet size distribution is independent of the gas property, therefore, $N \sim V_s$. As a result, the measurement of the total number of droplets ejected for a single impact results in the following amounts $N_{\text{He(70%)}} \approx 100$, $N_{\text{NH}_3(77\%)} \approx 3 500$, $N_{\text{NH}_3(54\%)} \approx 4 200$, $N_{\text{Air}} \approx 17 000$, $N_{\text{O}_2(95\%)} \approx 24 000$, $N_{\text{CO}_2(74\%)} \approx 28 000$, $N_{\text{CO}_2(41\%)} \approx 23 000$, $N_{\text{Ar}(79\%)} \approx 40 000$ and $N_{\text{SF}_6(39\%)} \approx 35 000$.

To make use of the theory of Riboux and Gordillo [7] to predict the total ejected volume, we analyzed the forces acting on the spreading lamella, from which the droplets are generated. According to the authors, the generation of secondary droplets is caused by a lift force on the
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**FIG. 5.** Total volume ejected during splashing. The images demonstrate the role of the surrounding gas on the splashing outcome; scale bars 500 µm. The diagram shows the total ejected volume normalized to the primary droplet volume \( V_D \) over the splashing parameter \( \beta \). The solid line shows Eq. (6). The red dash line represents the splashing threshold \( \beta = 0.14 \).

spreading lamella, which results from combining the lubrication force exerted by the gas beneath the lamella and the aerodynamic suction force exerted above the lamella. The formulation of the lift force is

\[
F_L = K_{\text{lub}} \mu g U_l + K_u \rho g U_l^2 H_l,
\]

where \( K_{\text{lub}} \simeq -2[\ln(19.2 \lambda g/H_l) - \ln(1 + 19.2 \lambda g/H_l)] \) is obtained from the lubrication theory and \( K_u = 0.3 \) is a numerically determined constant. This expression of \( F_L \) involves all of the previously mentioned gas properties. Moreover, this theory establishes that by increasing the vertical velocity of the lamella, due to the lift force, there is a point where this velocity is equal to the capillary retraction velocity; above this limit the lamella gradually starts to fragment into secondary droplets. The balance between these velocities leads to the previously mentioned splashing parameter \( \beta = \sqrt{F_L/(2\sigma)} \); as a consequence, we expect that this ratio is directly proportional to the quantity of ejected droplets. To verify this expectation, in Fig. 5 we plot the total volume ejected as a function of \( \beta \). The diagram demonstrates that the total ejected volume increases with the splashing parameter \( \beta \). Based on our measurements, the available experimental data, and the theory of Riboux and Gordillo we provide an expression for the total volume ejected,

\[
\frac{V_s}{V_D} = C_1 \beta^2 - C_2 \beta + C_3,
\]

where \( C_1 = 3.8, C_2 = 0.8, \) and \( C_3 = 0.026 \) are constants determined empirically. SF6 (\( \beta = 0.33 \)) is the outlier in our data. In this case, as we mentioned previously, the primary droplet slightly deformed to an oblate before impact due to the high stagnation pressure at the impact surface caused by the flywheel rotation. This could also decelerate the droplet leading to a lower impact velocity, which would consequently result in a lower \( \beta \) value. Measurements at increased ambient pressure and at similar Weber and Reynolds numbers would help corroborate this estimate. Such experiments are challenging because even higher impact velocities would be necessary to compensate the deceleration of the droplets before impact, which would again lead to larger deformation. Nevertheless, the evaluation of more than 1000 individual impacts in this study provide a solid dataset for statistical determination of the impact outcome, which agrees with the existing theory. Our experimental investigation elucidates quantitatively and qualitatively the role of the surrounding gas in the outcome of splashing.

**IV. CONCLUSIONS**

This experimental study shows that at the early stage of impact, the properties of the gas affect the morphology and size of the entrapped gas bubble. The first contact with the surface commonly
leaves a ring of microbubbles with single or multiple larger bubbles in the center, as observed by Thoroddsen et al. [22]. The use of helium inhibited the formation of the ring of microbubbles; instead a single bubble was observed. In that particular case, the mean free path of the gas was larger than the estimated distance between the bottom of the droplet and the surface at which the droplet starts to deform. In accordance with Mandre and Brenner [21], we attribute gas entrapment to gas compression beneath the droplet, which again leads to entrapment.

The initial size of the entrapped gas was analyzed by measuring the diameter of the ring with microbubbles. The measurements show an increase in this diameter with increasing density or viscosity of the gas. We compared our results with the theoretical models developed by Mandre et al. [13] and Hicks and Purvis [14], where compressibility effects have been taken into account. The models predict either a decrease or a constant size with increasing density, while our measurements demonstrate the opposite. However, the model proposed by Hicks and Purvis [23] agrees well with our observations using low density gases ($\rho_g < 1.25 \text{ kg/m}^3$). We observed the entrapment of gas in all experiments conducted, even though no secondary droplets were ejected in some cases. This let us conclude that droplet deformation at the early stage of impact is not the mechanism responsible for splashing, as has been hypothesized by different authors [7,25,30].

The surrounding gas mainly affects the angle and the number of secondary droplets ejected, while the droplet size distribution and horizontal velocity are independent of the gas properties. By combining our experimental findings with a profound analysis of the theory proposed by Riboux and Gordillo [7], we substantiate the important role of the aerodynamic lift force exerted on the lamella during splashing. Furthermore, this lift force is influenced primarily by the density, followed by the viscosity, and finally by the mean free path of the surrounding gas. The size and velocity average of the secondary droplets can be accurately calculated using the extended model of Riboux and Gordillo [15]. However, the number of droplets which are ejected with a certain size, specifically the frequency distribution, remains unsolved by the models.

Our estimation of the total ejected volume also indicates a strong dependence on the surrounding gas, which is analogous to our measurements of the number of ejected droplets. As mentioned above, the droplet size distribution is found to be independent of the gas used; this allows us to use a simplified model to calculate the total volume ejected. Based on our findings, we use the theory of Riboux and Gordillo [7] to provide the first expression for the total volume of impacts on smooth dry surfaces.
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