Data-Age Analysis and Optimisation for Cause-Effect Chains in Automotive Control Systems

Johannes Schlatow*, Mischa Möstl*, Sebastian Tobuschat*, Tasuku Ishigooka† and Rolf Ernst*

*TU Braunschweig, Institute of Computer and Network Engineering, Braunschweig, Germany
†Center for Technology Innovation – Controls, Research & Development Group, Hitachi Ltd., Ibaraki, Japan
tsasuku.ishigoka.kc@hitachi.com

Abstract—Automotive control systems typically have latency requirements for certain cause-effect chains. When implementing and integrating these systems, these latency requirements must be guaranteed e.g. by applying a worst-case analysis that takes all indeterminism and limited predictability of the timing behaviour into account. In this paper, we address the latency analysis for multi-rate distributed cause-effect chains considering static-priority preemptive scheduling of offset-synchronised periodic tasks. We particularly focus on data age as one representative of the two most common latency semantics. Our main contribution is an Mixed Integer Linear Program-based optimisation to select design parameters (priorities, task-to-processor mapping, offsets) that minimise the data age. In our experimental evaluation, we apply our method to two real-world automotive use cases.

I. INTRODUCTION

Automotive control systems are a prominent representative of increasingly complex Cyber-Physical Systems (CPSs), particularly with regard to the emergence of Advanced Driver-Assistance Systems (ADASs). These systems are typically constrained by certain Sensor-to-Actuator (StA) delays that must not be exceeded. These delays are commonly captured as (worst-case) latencies of so-called cause-effect chains, which describe the data flow as it is being processed by different parts (i.e. tasks) of the software system. In particular, when it comes to multi-rate control systems, sampling of data values is applied. This leads to a time-triggered (periodic) data exchange along the cause-effect chains which is well-understood by control theory. Note that, depending on the function, i.e. the particular sensor and actuator, one distinguishes between two latency semantics: reaction time and data age (cf. [1]). The former describes the latest time it takes a control system to react to a certain sensor value whereas the latter describes the maximum age of the input data that was used for a particular output. A too large data age often reduces the control performance such that data age constraints must be considered for certain chains.

When designing such control systems in simulation, certain implementation details are not taken into account as they remain unknown at this stage. More precisely, critical requirements must still be checked and verified after implementation and integration on the target platform. For instance, worst-case analysis tackles indeterminism and predictability issues (e.g. jitter) and provides safe upper/lower bounds. When it comes to control systems, response times and latencies are the main subjects of such an analysis. As these are influenced by particular design parameters such as scheduling priorities and task-to-processor mapping, selecting parameters such that the given requirements are satisfied becomes an important objective of the software integration. In particular, we focus on data age constraints that not only should be satisfied but – for better robustness – can further be minimised.

In this paper, we present an Mixed Integer Linear Program (MILP)-based optimisation of these design parameters that we apply to two real-world automotive use cases in order to minimise the data age of given cause-effect chains. As this work was motivated by one of these use cases, we first introduce and specify its scenario in Section II. From this, we derive our system model and problem statement in Section III and summarise related work in Section IV. In Section V, we briefly present the response-time and data-age analysis for which we derive an MILP formulation in Section VI. We apply and evaluate this formulation to our use case and a similar automotive benchmark in Section VII before we summarise and conclude our findings in Section VIII.

II. AUTOMOTIVE USE CASE

Table I

<table>
<thead>
<tr>
<th>Task Set A (ADAS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

The following is a brief description of a real ADAS use case from Hitachi Ltd. that underlines the relevance of this work. In addition, we will later show the practical applicability of our analysis w.r.t. this use case in Section VII.

The use case comprises a dual-core system running a set of periodic real-time tasks as specified in Table I. Note that this
RTA and data age analysis for this system but also want to provide reasonable bounds. Points between the 25th percentile and the 75th percentile. Sampling periods but also the activation phases in order to hence, a data age analysis must not only respect the different chronised. However, the phasing can significantly influence from traces and summarised in Table I. The measured execute-times BCETs for this task set have been extracted a common timer such that activation periods can be syn-

several obstacles arise for this use case. Due to a high load on both cores, overapproximation during Response-Time Analysis (RTA) can quickly result in an overloaded CPU. Hence, Worst-Case Execution Times (WCETs) and Best-Case Execution Times (BCETs) for this task set have been extracted from traces and summarised in Table I. The measured execution times are depicted as a Tukey boxplot in Figure 2 in which the red bar indicates the median and the box includes the data points between the 25th percentile and the 75th percentile.

In this section, we formulate the underlying system model and problem statement for the remainder of this paper.

A. Task model

The workload is modelled by a set of periodic tasks \( \{r_1, \ldots, r_n\} \) and a set of sporadic tasks \( \{\tau_{n+1}, \ldots, \tau_m\}. \) A job of a task \( \tau_i \) is released at most every \( T_i \) time units. For periodic tasks, we only consider harmonic periods, i.e. \( \forall i \neq j : \min(T_i, T_j) = \gcd(T_i, T_j) \). The release of a periodic task’s job can be further delayed by \( \phi_i \) time units (activation phase) relative to the common timer. The relative arrival time of the \( j \)-th job of \( \tau_i \) is denoted by \( a_{i,j} \). The execution time of each job is bounded from above by \( C_i^+ \) time units and from below by \( C_i^- \) time units. A job must be completed before the next job of the same task arrives (constrained deadlines). More precisely, a job has the relative deadline \( D_i(j) \leq (j+1) \cdot T_i \). We denote the relative completion (exit) time by \( e_i(j) \) and define the response time \( R_i(j) \) as the time between \( a_{i,j} \) and \( e_i(j) \), such that \( \forall j : e_i(j) \leq D_i(j) \Rightarrow R_i(j) + \phi_i \leq T_i \). A task \( \tau_i \) will read input data from shared memory at the beginning of its execution and will write output data upon completion. More formally, we assume \( a_{i,j} \leq r_i(j) < w_i(j) = e_i(j) \), where \( r_i(j) \) and \( w_i(j) \) denote the relative read and write times. Figure 3 illustrates this model for two tasks \( \{\tau_i, \tau_j\} \) with \( T_i = 2T_j \).

B. Cause-effect chains

A cause-effect chain \( \Psi \) is given by a sequence of tasks \( \Psi = (\tau_1, \tau_{i+1}, \tau_{i+2}, \ldots) \) which corresponds to a sequence of alternating read and write events \( (r_1, w_1, r_{i+1}, w_{i+1}, r_{i+2}, \ldots) \), i.e. \( \tau_{i+1} \) reads data from \( \tau_i \) and writes data for \( \tau_{i+2} \). We differentiate two relevant latency semantics for \( \Psi \), reaction time and data age as specified in \( \Pi \). Reaction time denotes the maximum time it may take for an input value (e.g. sensor) to cause a reaction (e.g. actuator). Data age describes the maximum age of the input data on which an output is based. This difference results from the register-based communication for which only the last written data is stored (last-is-best) for the reader. I.e. for undersampling, data is overwritten whereas, for oversampling, the same data will be read multiple times. For data age, the adjacent preceding write thus becomes relevant when looking at a particular read (last written data). In contrast, for reaction time, the adjacent subsequent read is of interest (first reaction to the written data).
C. Scheduling

The task set is scheduled on a given set of equal processors using partitioned SPP scheduling. For this, each task \( \tau_i \) will be assigned a static priority \( \pi_i \). Also, each task will be statically mapped to a single processor. On each processor, the pending job (released but not yet completed) with the highest priority will be scheduled. Higher-priority jobs can preempt the execution of lower-priority jobs. Note that lower numerical values of \( \pi_i \) correspond to higher priorities.

D. Problem statement

Based on the above model, we can now define our problem statement: Given a task set \( (\tau_i) \) including periods \( T_i \) and execution time bounds \( C_i^+ / C_i^- \), a set of cause-effect chains \( (\Psi_j) \) and the number of processors \( m \), we want to derive a priority assignment \( (\pi_i) \), processor mapping \( (\tau_i \rightarrow [1,m]) \) and activation phases \( (\phi_i) \) that minimise the data age latencies of the chains and guarantees the implicit response-time constraints \( (R_i + \phi_i \leq T_i) \).

IV. RELATED WORK

The problem of latency computation in multi-rate systems has first been approached by Feiertag et al. \[2\] with a compositional framework. In particular, the authors generalise end-to-end semantics, eliminate unreachable timing paths and provide bounds for different latency semantics but exclude offsets. Moreover, data age and response time are denoted as “last-to-last” and “first-to-first” semantics respectively. Latency analysis for cause-effect chains has also been addressed by the WATERS Industrial Challenge 2017 \[3\] for which several solutions have been presented \[4\]–\[8\]. Most recently, the cause-effect chain analysis with different communication paradigms and varying timing information was summarised by Becker et al. \[9\]. Our compositional approach reduces the cause-effect chain analysis to the calculation of pairwise write-to-read delays and therefore simplifies the MILP formulation.

In contrast, Becker et al. take a holistic approach by looking at data propagation paths which may include more knowledge (if available) to further tighten the analysis.

Priority assignment is a well-known problem that must be faced for design and integration of real-time systems. Existing (optimal) techniques have recently been reviewed by Davis et al. \[10\]. Moreover, Davis and Burns \[11\] published a survey about real-time scheduling for multiprocessor systems which summarises fundamental results and research challenges including task-to-processor allocation. Wieder and Brandenburg \[12\] have presented an MILP formulation of RTA on multiprocessor systems with shared resources as a technique to solve the task-to-processor allocation and priority assignment. However, the existing methods only consider optimality w.r.t. local deadlines, i.e. response-time constraints, rather than end-to-end latencies for cause-effect chains.

V. RESPONSE-TIME AND DATA-AGE ANALYSIS

In this section, we summarise the RTA considering activation phases (offset) which we apply for our system model. Furthermore, we present our data-age analysis for cause-effect chains. Before proceeding, let us first clarify some additional terminology and assumptions.

Because of limited timing predictability of real systems, we can only determine lower and upper bounds for certain time values. More precisely, we consider this for \( w, r, a, c, \phi, C, R \), for which we denote the lower/upper bounds by a superscript \(-/+)\, e.g.\, \( w^-/w^+ \).

Note that, as we only consider independent tasks that share a common time reference we do not consider any activation jitter. Even if the common time reference experiences jitter, all tasks will be affected in the same way. On the other hand, we do consider jittering offsets which can result from small variations in execution time of the scheduler.
In consequence, we assume that the lower and upper bounds of different offsets are ordered equally:

$$\phi_i^- > \phi_j^- \iff \phi_i^+ > \phi_j^+ \quad (1)$$

We further denote activation events $a_i, a_j$ that have the same reference as coinciding activations $a_i(0)$ and $a_j(0)$. For harmonic periods (let $T_i > T_j$), $a_j(n)$ with $n = \frac{T_i}{T_j}$ coincides again with $a_i(1)$.

A. Response-time analysis

We apply a response-time analysis based on [13] but slightly adapted for our definition of response times. As argued above, we only consider jitter that originates from varying offsets. In addition, we can safely exclude certain interferers if their offsets and periods arrange favourably:

**Theorem 1.** A higher-priority task $\tau_j$ can not interfere with a task $\tau_i$ if it (i.e. $\tau_j$) has a shorter (harmonic) period ($T_i = nT_j$ with $n \in \mathbb{N}$) and is activated after $\tau_i$’s latest completion, i.e. $\phi_j \geq \phi_i + R_i^+$.\n
**Proof:** First, the job of $\tau_j$ that coincides with $\tau_i$ at time $t$ cannot interfere as it is only released after $\tau_i$ completed. Let $t = 0$ without loss of generality. Because of $T_i = nT_j$ and the implicit deadlines, any job of $\tau_j$ that starts within $[0, T_i]$ will also finish within this interval and thus cannot interfere with any later job of $\tau_i$.

We thus calculate the best-case ($R^-$) and worst-case response-times ($R^+$) as follows:

$$R_i^- = C_i^-$$

$$R_i^+ = C_i^+ + \sum_{j \in I_i} \left( \frac{R_j^+ + J_j}{T_j} \right) \cdot C_j^+ \quad (2)$$

with $J_j = \phi_j^+ - \phi_j^-$ and $I_i = \{ j | \pi_j \leq \pi_i \} \setminus \{ j | \phi_j \geq \phi_i + R_i^+ \land T_j = nT_i \}, n \in \mathbb{N}$.\n
Eq. (3) calculates the WCRT from the WCET of task $\tau_i$ itself and the maximum preemption time from every possible interferer ($\tau_j$) that is activated every $T_j$ in the time window from $\tau_i$’s activation to its completion ($R_i^+$). Note that, an activation jitter ($J_j$) of the interfering tasks increases this time window. Here, we derive the activation jitter from the activation offsets. In contrast to [13], we also exclude certain interferers from the set of possible interferers as proven in Theorem 1.

B. Data-age analysis

As defined in Section III, a cause-effect chain is a sequence of read and write events. In order to perform a data-age analysis, we need to bound the distance between consecutive read and write events. Note that the distance between a read and the subsequent write event (read-write distance) is bounded by the WCRT $R^+$.\n
**Theorem 2.** The read-write distance for a task $\tau_i$ is bounded by the worst-case response time $R_i^+$.\n
**Proof:** The read-write distance is calculated by $\max_j \{ w_i(n) - r_i(n) \}$. As reading occurs after activation and writing before completion, i.e. $r_i(j) \geq a_i(j)$ and $w_i(j) \leq e_i(j)$, the read-write distance is bounded by $\max_j \{ e_i(n) - a_i(n) \}$.

$$R_i^- = \max_j \{ w_i(n) - r_i(n) \} \quad (10)$$

$$R_i^+ = \max_j \{ e_i(n) - a_i(n) \} \quad (11)$$

For the distance between a write and the subsequent read event (write-read distance), we must consider all possible candidates (jobs) of the producing task (writer) that may have provided the input data for a particular job of the consuming task (reader). Figure 4 illustrates this candidate search w.r.t. data-age semantics. The figure depicts a Gantt chart for a cause-effect chain of three tasks A, B and C. Task B has a longer period than task A (undersampling) whereas task C has a shorter period than task B (oversampling). In this example, the jobs (candidates) that exchange data with a particular job of task B are highlighted. In order to compute the data-age delay, we are only interested in the directly preceding job of the writer (red arrows).

This candidate search must respect different sampling periods and indeterminate (but bounded) read/write times. However, by assuming harmonic periods, this search can be kept manageable. For this purpose, let us first derive the upper/lower bounds for the read and write times before we elaborate on the calculation of the data-age delay in more detail.

The lower/upper bounds for the activation and exit times of a job $n$ of task $\tau_i$ are straightforwardly computed as follows:

$$a_i^- (n) = nT_i + \phi_i^- \quad (4)$$

$$a_i^+ (n) = nT_i + \phi_i^+ \quad (5)$$

$$e_i^- (n) = nT_i + \phi_i^- + R_i^+ \quad (6)$$

$$e_i^+ (n) = nT_i + \phi_i^+ + R_i^+ \quad (7)$$

By definition, output data is written at completion, hence the write times are bounded by the exit times.

$$w_i^- (n) = e_i^- (n) \quad (8)$$

$$w_i^+ (n) = e_i^+ (n) \quad (9)$$

Input data is read at the very beginning of a job, i.e. as soon as it is scheduled for the first time. In consequence, the read time cannot be earlier than the arrival time and cannot be later than the Best-Case Response Time (BCRT) before the exit time.

$$r_i^- (n) = a_i^- (n) \quad (10)$$

$$r_i^+ (n) = e_i^+ (n) - R_i^- \quad (11)$$
With these bounds, we can now calculate the data-age delay (write-read distance) between \( \tau_i \) and \( \tau_{i+1} \), which we denote by \( d_{i,i+1}^+ \). More precisely, we look at the coinciding activation cycles and decide whether the reader reads data that was written in the same or previous cycle. We distinguish two cases: oversampling and undersampling (including equal periods). Note that we can still bound the write-read distance for tasks with non-harmonic periods [2] (here: sporadic tasks, e.g. ISRs) but not leverage offsets in this case.

1) Oversampling: \((T_{i+1} < T_i)\)

In case of oversampling, the same output data of \( \tau_i \) is read multiple times by \( \tau_{i+1} \), i.e. we must consider the read times \( r_{i+1}(n) \) with \( n \in [0, T_{i+1}^{-1}] \). Depending on the write time of \( \tau_i \), \( \tau_{i+1} \) might also read data from the previous cycle such that we need to take \( w_i(-1) \) in addition to \( w_i(0) \) into consideration. Thus, we look for the maximum between all possible read/write times taking into account that data might be produced in the previous cycle if \( w_{i+1}^+(0) > r_{i+1}(n) \):

\[
d_{i,i+1}^+ \geq \max_{n \geq 0} \left( r_{i+1}(n) - \begin{cases} w_{i+1}^-(0) & \text{if } w_{i+1}^+(0) > r_{i+1}(n) \\ w_{i+1}^-(1) & \text{if } w_{i+1}^+(0) \leq r_{i+1}(n) \end{cases} \right)
\]

2) Undersampling: \((T_{i+1} \geq T_i)\)

For undersampling, we only need to consider a single reader job but multiple write times \( w_{i+n}(0) \) with \( n \in [-1, \frac{T_{i+1}^{-1}}{2}] \).

If the reader reads data produced in the same cycle, the data-age is bounded by:

\[
d_{i,i+1}^+ \geq \max_{n \geq 0} (r_{i+1}(0) - w_i^-(n))
\]

Otherwise, if the data may be produced in the previous cycle, we need to consider \( w_i^-(1) \):

\[
\forall w_i^-(0) > r_{i+1}(0): \quad d_{i,i+1}^+ \geq r_{i+1}(0) - w_i^-(1)
\]

Note that we do not consider overwrite effects in Eq. (13) and (14), i.e. if it is guaranteed that the output data is overwritten by the next job of \( \tau_i \) before \( \tau_i \) reads the data, these formulas are pessimistic. However, by using these bounds as a basis for our MILP formulation, we can simultaneously reduce or even eliminate overwrite effects along with the data-age optimisation.

VI. MILP FORMULATION

In this section, we first summarise the MILP formulation for the RTA which is based on [12] but extended to consider offsets. Secondly, we present our MILP formulation for the data-age analysis of cause-effect chains. In combination, both parts will find activation offsets, priority assignments and processor mappings for a given task set such that the response-time constraints (deadlines) will be satisfied and data-age will be minimised.

We consider the tasks’ best-case and worst-case execution times \( C_i^-/C_i^+ \), and periods \( T_i \) as constants (input parameters). In addition, as we want to find activation offsets, we introduce a constant jitter \( J_i \) to describe the variance between \( \phi_i^+ \) and \( \phi_i^- \), i.e. \( \phi_i^+ - \phi_i^- = 2J_i \).

We introduce the following decision variables:

- The binary variable \( A_{i,k} \) which takes 1 iff \( \tau_i \) is mapped to processor \( k \).
- The binary variable \( \pi_{i,p} \) which takes 1 iff \( \tau_i \) has priority \( p \).
- The integer variable \( \phi_i \geq 0 \) which decides the activation offset of \( \tau_i \).

A. Response-time analysis

The RTA is formulated by the following MILP constraints; for a more detailed explanation of these, please refer to [12]. Every task must be mapped to exactly one of the \( m \) processors:

\[
\forall \tau_i: \sum_{k=1}^m A_{i,k} = 1
\]

Every task must be assigned to exactly one priority:

\[
\forall \tau_i: \sum_{p=1}^n \pi_{i,p} = 1
\]

Every priority must be assigned at most once:

\[
\forall 1 \leq p \leq n: \sum_{\tau_j} \pi_{j,p} \leq 1
\]

The additional binary variable \( V_{x,i} \) is forced to 1 iff \( \tau_x \) and \( \tau_i \) are mapped to the same processor:

\[
V_{x,i} \geq 1 - (2 - A_{i,k} - A_{x,k})
\]

In order to distinguish between higher from lower priority tasks, the binary variable \( X_{i,x} \) is introduced and shall take 1 iff \( \tau_x \) has a higher priority than \( \tau_i \) (lower \( p = \text{higher priority} \)). This is implemented by the following constraints which force \( X_{i,x} \) to 0 if \( \tau_x \) is on a higher priority and by enforcing that either \( X_{i,x} \) or \( X_{x,i} \) is 1:

\[
\forall \tau_x: \forall \tau_i, \tau_x \neq \tau_i : \forall k, 1 \leq k \leq m : V_{x,i} \geq 1 - (2 - A_{i,k} - A_{x,k})
\]

Eq. (19) is only effective if \( \tau_i \) has priority \( p \) as otherwise, \((1 - \pi_{i,p})\) will be \( >0\) so that \( X_{i,x} \) can assume 1. Furthermore, if \( \tau_x \) has not a lower priority, i.e. \( \sum_{j=p+1}^n \pi_{x,j} = 0 \), the right side will evaluate to 0 such \( X_{i,x} \) must assume 0. Note that Eq. (20) does the same for the lowest priority task which is not covered by Eq. (19).

Now, we can formulate the response-time bounds. The WCRT of \( \tau_i \) is bounded by the task’s WCET plus any interference as follows:

\[
\forall \tau_i: R_i^+ = C_i^+ + \sum_{\tau_x : \tau_x \neq \tau_i} H_{i,x} \cdot C_x^+
\]
Where \( H_{i,x} \leq \left\lfloor \frac{T_i}{T_x} \right\rfloor \) is an integer variable that bounds the number of executions of \( \tau_x \) that may interfere with \( \tau_i \). If \( \tau_x \) has a smaller period (and deadline), it can only interfere if its offset \( \phi_x \) is smaller than the completion time of \( \tau_i \), i.e. \( R_i^+ + \phi_i \). Note that \( H_{i,x} \) shall be 0 if \( \tau_i \) is assigned a higher priority (\( X_{i,x} = 1 \)) or not mapped to the same processor (\( 1 - V_{i,x} = 1 \)).

\[
\forall \tau_x, \tau_x \neq \tau_i : \\
H_{i,x} \geq -\frac{T_i}{T_x}(1 - V_{i,x} + X_{i,x}) + \frac{B_{x,i} + \phi_x - \phi_i}{R_{i,x}^{+}} \quad \text{if } T_i = nT_j \\
\text{else}
\]

The response-time constraint (implicit deadline) is easily formulated by:

\[
\forall \tau_i : R_i + \phi_i + J_i \leq T_i
\]

### B. Data-age analysis

First, we introduce variables for \( r_i^++/- \) and \( w_i^++/- \) and encode the previously derived bounds for \( w_i^+/- (0) \) and \( r_i^+/- (0) \) (cf. Eq. (4)) into the following constraints by replacing \( \phi_i \) and \( \phi_i^+ \) with \( \phi_i \pm J_i \):

\[
\forall \tau_i : \quad r_i^- = \phi_i - J_i \\
\forall \tau_i : \quad r_i^+ = w_i^- = R_i^- \\
\forall \tau_i : \quad w_i^- = \phi_i - J_i + R_i^- \\
\forall \tau_i : \quad w_i^+ = \phi_i + J_i + R_i^+
\]

Note that \( R_i^- \) is provided by the task's BCET, i.e. \( C_i^- \), which is constant. Furthermore, we can calculate the \( w_i^+/- (n)|\) or \( r_i^+/- (n) \) for \( n > 0 \) by adding the term \( nT_i \).

The data age of a cause-effect chain \( \forall \Psi_j : \tau_j \) is captured in the integer variable \( DA_j \geq 0 \) and calculated by the following constraint as the sum of all response times and data-age delays plus the worst-case activation offset:

\[
\forall \Psi_j : DA_j = \phi_1 + J_1 + \sum_{i=1}^{k-1} (R_i^+ + \tilde{d}_{i,i+1})
\]

Here, the data-age delays are provided by the integer variables \( \tilde{d}_{i,i+1} \geq 0 \). In order to constrain these delays, we need to encode the equations (12-13) presented in Section II-B into linear constraints. For this purpose, we use binary decision variables by which we can mask the conditional cases in (12) and (14).

For the oversampling case, we introduce the binary variable \( O_{j,i,n} \) which is forced to 0 if the write time of the 0-th job of the \( \Psi \)-th task in \( \Psi_j \) can be later than the read time of the reader (i.e. \( w_i^+ (0) > r_i^- (n) \)). Note that we encode this for every chain \( \forall \Psi_j \), for every writer in this chain (1 \( \leq i \leq k - 1 \)), only if the reader has a shorter period \( (T_{i+1} < T_i) \). In this case, the following constraint must be satisfied for every \( n \):

\[
\forall \Psi_j : \forall 1 \leq i \leq k - 1 : T_{i+1} < T_i : \forall 0 \leq n \leq \frac{T_i}{T_{i+1}} - 1 : \\
T_i \cdot (1 - O_{j,i,n}) \geq w_i^+ - (r_{i+1}^- + nT_{i+1})
\]

If the right side of Eq. (30) is negative (or zero), the left side always holds. The right side becomes positive if \( w_i^+ (0) > r_i^- (n) \) and is bounded from above by \( T_i \). In this case, \( O_{j,i,n} \) must be 0 to satisfy the constraint.

Now, we can encode Eq. (12) into two linear constraints that represent the two cases:

\[
\forall \psi_j : \forall 1 \leq i \leq k - 1 : T_{i+1} < T_i : \forall 0 \leq n \leq \frac{T_i}{T_{i+1}} - 1 : \\
d_{i,i+1}^+ \geq r_{i+1}^- + nT_{i+1} - w_i^- \\
d_{i,i+1}^+ \geq r_{i+1}^- + nT_{i+1} - (w_i^- - T_i) - 2O_{j,i,n}T_i
\]

Note that Eq. (12) corresponds to the conditional case in Eq. (12), i.e. \( w_i^+ (0) > r_{i+1}^- (n) \), in which case \( O_{j,i,n} = 0 \). Note that the constraint is not effective once the right side becomes negative. This is the case when \( O_{j,i,n} = 1 \) as \( 2T_i \) is an upper bound for \( r_{i+1}^- (n) - w_i^- (1) \), which is calculated by the first part of the constraint.

For the undersampling case (including equal periods), we similarly introduce a binary variable, \( U_{j,i} \), which is forced to 0 if the write time of the \( i \)-th task in \( \Psi_j \) can be later than the read time of the reader, i.e. \( w_i^+ (0) > r_i^- (n) \):

\[
\forall \Psi_j : \forall 1 \leq i \leq k - 1 : T_{i+1} \geq T_i : \forall 0 \leq n \leq \frac{T_i}{T_{i+1}} - 1 : \\
U_{j,i} \cdot (1 - U_{j,i}) \geq w_i^+ - r_i^- 
\]

Similar to the oversampling case, we encode Eq. (13) and Eq. (14) by the following constraints:

\[
\forall \Psi_j : \forall 1 \leq i \leq k - 1 : T_{i+1} \geq T_i : \forall 0 \leq n \leq \frac{T_i}{T_{i+1}} - 1 : \\
d_{i,i+1}^+ \geq r_{i+1}^- + (w_i^- + nT_i) \\
U_{j,i} \cdot \forall 1 \leq i \leq k - 1 : T_{i+1} \geq T_i : \\
d_{i,i+1}^+ \geq r_{i+1}^- - (w_i^- - T_i) - 2U_{j,i}T_i
\]

For the non-harmonic case, we conservatively bound \( d \) by the maximum distance between two write events, which is calculated by its period plus response-time jitter:

\[
\tilde{d}_{i,i+1} \geq T_i + R_i^+ - R_i^-
\]

### C. Optimisation

In order to minimise the data age, we formulate the objective function as follows. Note that this must also minimise the response-time variables as, otherwise, the values will not be tight, i.e. we are looking for the smallest upper bound. We thus formulate the objective function such that it first minimises the data-age variables \( DA_j \) and, as a second objective, minimises the response-time variables \( (R_i) \). We achieve this by multiplying the data-age variables with the upper bound on the response time (here: \( T_i \)) such that no reduction in response time can be traded against an increase in data age:

\[
\sum_{\tau_i} \left( R_i^+ + T_i \cdot \sum_{\Psi_j} DA_j \right)
\]
In this section, we evaluate our MILP formulation on the ADAS use case as presented in Section II. In addition, we apply the same approach to a public domain automotive benchmark [14] from Bosch which specifies an engine control system and has also been used for the industrial challenge of the WATERS’16 and WATERS’17 workshop [3].

We implemented the response-time and data-age formulation from Section VI using Zuse Institut Mathematical Programming Language (ZIMPL) [15] in order to generate the particular .lp files for the different use cases; the implementation is available online. The .lp files can be read by several solvers. In the scope of this paper, we used SCIP [16] with SoPlex [17] for validation of the response-time and data-age results, we further used pyCPU [18] as reference.

A. ADAS use case

We performed two experiments using the task set from Table I. In the first experiment, we kept the initial task to processor mapping and only assigned priorities and offsets. In the second experiment, we allowed the MILP to also choose the mapping. We name the experiments \(A.\pi\phi\) and \(A.\pi\phi^*\) respectively so that the names show what parameters are assigned by the MILP. For all experiments, we used an offset jitter of \(J_i = 20\ \mu s\).

The results are summarised in Table II. By choosing optimal offsets for the initial scenario, we achieve a data age of approx. 73 ms. The main contributors to this are the rather long WCRT of Task C and a large write-to-read distance between Task H and Task C. We conclude from this that the predetermined task to processor mapping only offers a limited optimisation potential. On the other hand, by changing the mapping in the second experiment, we can reduce the data age to approx. 12 ms.

Note that the chains in this use case are representing two slightly different paths in the data dependencies (cf. Figure 1). Moreover, all tasks have equal or longer periods so that only undersampling is considered in this use case. We therefore applied our approach to a second use case in the following section.

B. Engine-control use case

This use case is based on a real-world engine control application that has been made publicly available as an automotive benchmark [14]. The system comprises four cores and 21 tasks which have been specified as an Amalthea mode [19] from which we extracted the task set as shown in Table III.

The model specifies two distinct cause-effect chains that represent inter-task communication between harmonic and non-harmonic tasks (i.e. sporadic ISRs) with oversampling and undersampling as illustrated in Figure 5.

<table>
<thead>
<tr>
<th>Task</th>
<th>(\pi\phi) WCRT</th>
<th>(\pi\phi^*) WCRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR</td>
<td>6000 (\mu s)</td>
<td>260 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>1700 (\mu s)</td>
<td>213 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>5007 (\mu s)</td>
<td>228 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>1100 (\mu s)</td>
<td>112 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>900 (\mu s)</td>
<td>181 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>1504 (\mu s)</td>
<td>257 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>700 (\mu s)</td>
<td>22 (\mu s)</td>
</tr>
<tr>
<td>ISR</td>
<td>511 (\mu s)</td>
<td>215 (\mu s)</td>
</tr>
<tr>
<td>Angle</td>
<td>6660 (\mu s)</td>
<td>2664 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>1 ms</td>
<td>536 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>200 (\mu s)</td>
<td>97 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>200 (\mu s)</td>
<td>7328 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>50 (\mu s)</td>
<td>2160 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>5 (\mu s)</td>
<td>653 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>2 (\mu s)</td>
<td>283 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>1000 (\mu s)</td>
<td>6593 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>1000 (\mu s)</td>
<td>96 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>10 (\mu s)</td>
<td>8199 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>9502 (\mu s)</td>
<td>13 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>9501 (\mu s)</td>
<td>25 (\mu s)</td>
</tr>
<tr>
<td>Task</td>
<td>9503 (\mu s)</td>
<td>17 (\mu s)</td>
</tr>
</tbody>
</table>

Similar to the previous use case, we perform two experiments: one with predetermined mapping \((E.\pi\phi)\) and one with optimised mapping \((E.\pi^*\phi)\).

The results are summarised in Table IV. Although it takes significantly more processing time to find the optimal solution (cf. Section VII-C), a near-optimal solution is often found after a short time as explained in the next section.

C. Statistics and summary

Table V shows the statistics for our experiments. More precisely, it shows the number of tasks, cores, chains, and the system load (utilisation) for our experiments. Note that a system load of 1.26 indicates that the (multi-core) system is loaded with 126% of the maximum single-core CPU utilisation. Additionally, we listed the number of variables and constraints (after presolving, i.e., after the solver eliminated...
superfluous constraints and variables). Note that the engine-control use case (E) has about three times as many variables and about five times as many constraints as the ADAS use case (A). Furthermore, we recorded the number of solutions and the time it took the solver to find a first solution (feasibility) and to determine the optimal among all solutions (optimality). Feasibility refers to finding a first solution that meets all task deadlines irrespective of the resulting data age.

As expected for MILPs, the first solution can be determined in a few seconds whereas solving for optimality may take a long time (up to 377 s for E) and evaluated the solving time and gap for different system load.

In order to further evaluate the robustness of the MILP with respect to variations in the input parameters, we randomised the WCETs of A and evaluated the solving time and gap for ten variations. Figure 6 depicts the results, the legend shows the system load of the corresponding task set. Each line starts at the time where the solver found the first solution and ends at the optimum solution (i.e. 0 % gap) and hence shows how fast the solver was able to close the gap to the optimum. In summary, the first solution was found after 16 s to 44 s whereas the optimum was reached after 54 s to 503 s. Although there is a tendency for the MILP to take longer for systems with higher load, the orange line represents a counterexample. For this system as it took 272 s to find the optimum despite a system load of only 1.04.

---

**Figure 5.** Task data dependencies in engine-control use case

**Figure 6.** Solving progress for ten randomised variations of A.πφA with different system load.

---

**Table IV**

<table>
<thead>
<tr>
<th>Task</th>
<th>E.πφ</th>
<th>E.πφA</th>
<th>Results (φ and WCRT in µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table V**

<table>
<thead>
<tr>
<th>#tasks</th>
<th>#cores</th>
<th>#variables</th>
<th>#chains</th>
<th>#constraints</th>
<th>solving time (feasibility)</th>
<th>solving time (optimality)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>2</td>
<td>325</td>
<td>2</td>
<td>1425</td>
<td>14 s</td>
<td>29 s</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>490</td>
<td>2</td>
<td>2027</td>
<td>17 s</td>
<td>377 s</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>1020</td>
<td>2</td>
<td>8579</td>
<td>&gt;189 s</td>
<td>&gt;7647 m</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>1511</td>
<td>2</td>
<td>10991</td>
<td>&gt;12788 s</td>
<td>&gt;280 h</td>
</tr>
</tbody>
</table>

---

**VIII. CONCLUSION**

Motivated by a real-world automotive use case we identified the problem of bounding data-age latencies for cause-effect chains. Note that, although we focused on data age in this paper, our method can be analogously applied to reaction time as well as it only changes the latency semantics. We presented a data-age analysis for periodic offset-synchronised tasks that takes scheduling priorities and task-to-processor mapping into account. Based on this, we formulated MILP constraints that cover the response-time and data-age analysis for this kind of systems, which allows us to find and select the design parameters (priorities, offsets, mapping) such that the data age is minimised. Due to the exponential complexity of MILPs, however, we need to clarify the main question of its applicability, i.e. whether typical problem instances can be solved in limited time. For this purpose, we performed an

---

6 on an Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz
experimental evaluation of our use case as well as of a similar publicly available benchmark. Our evaluation demonstrated that feasibility is rather easy and fast, i.e., a good solution is found in short time, however, optimality is significantly harder and takes much more computing time. Given that in most realistic cases it is sufficient to fall below a certain data age threshold, feasibility is typically more important than optimality. We therefore believe that the MILP approach is applicable to real scenarios either as a design methodology or as a method to estimate how close the current solution is to a global optimum. On the other hand, there exist a great body of research regarding techniques to improve MILP efficiency such as approximations in the analysis that eliminate integer variables [6].
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