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Abstract

This thesis presents a complete set of proton-impact ionization cross section data of DNA constituents determined at the Physikalisch-Technische Bundesanstalt (PTB). The cross section data describe the probabilities for the ionization of gas-phase tetrahydrofuran, pyrimidine and trimethyl phosphate that are structural analogues to the base, sugar, and phosphate residue of the DNA, respectively. Total, single-differential and double-differential ionization cross sections were determined, whereby the differential description refers to the energy or angular dependence of electron emission. Double-differential cross sections were measured for impact energies between 75 keV and 3000 keV over an angular range between 15° and 150° in 15° intervals. Both single-differential and total ionization cross sections were derived by integration of the measured double-differential cross sections.

The measurements of double-differential cross sections were carried out using a crossed-beam arrangement in a high-vacuum chamber. The proton beam, which perpendicularly crosses an effusive gas jet target of DNA constituents inside the chamber, was generated either by the 3.75 MV Van de Graaff accelerator of the PTB ion accelerator facility (PIAF) or a newly developed 155 kV ion accelerator. In the measurement a newly constructed electron spectrometer was used to detect the secondary electrons produced by proton collisions with the target molecules. The energy of the secondary electrons was selected by a hemispherical electron energy analyzer, which was mounted on a turntable to allow the spectrometer to rotate around the axis of the gas jet. Hence, the energy spectra could be recorded at defined observation angles with respect to the proton beam. These spectra were converted into absolute cross section values via a normalization procedure based on previously published absolute electron-impact cross section data.
The experimentally determined cross section data were compared to various theoretical approaches, such as the classical Rutherford formula and several quantum-mechanical methods, namely the Hansen-Kocbach-Stolterfoht model (HKS), a semi-empirical model based on the dielectric response function (DRF) and an ab initio model based on the first Born approximation with corrected boundary conditions (CB1). The comparison to the CB1 and DRF models shows a good agreement with experimental data in a broad range of emission angles and energies of the secondary electrons. All proton-impact ionization cross sections obtained in this work have been integrated in the GEANT4-DNA and PTra track structure codes to improve the estimation of radiation damage to DNA in ion-beam cancer therapy.
Kurzfassung


und damit die Energiespektren bei definierten Beobachtungswinkeln im Bezug auf den Protonenstrahl aufgenommen werden konnten. Aus diesen Spektren wurden die Absolutwerte der Ionisierungsquerschnitte durch ein Normierungsverfahren unter Bezugnahme auf zuvor veröffentlichte absolute Daten von Elektronenstoß-Wirkungsquerschnitten bestimmt.
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Chapter 1

Introduction
Chapter 1. Introduction
Chapter 1. Introduction

The interaction of charged particles with atoms and molecules of target material has received considerable interest over the past few decades [1]. During an atomic collision by ion impact, the elastic and inelastic processes can take place. In the energy region considered in this work (several tens of keV to a few MeV), the most dominant processes are excitation of the target, electron capture or loss of the projectile, and the ejection of one or more electrons from the target. The last process is referred to as ionization, where the projectile transfers enough energy to a bound target electron to overcome the binding energy and releases the secondary electron from the target with a kinetic energy. This is essentially a result of the interactions of a three-body system, which comprises the target electron, the projectile ion and the ionized target atom.

The probability for a specific interaction process to occur is described by the interaction cross section [2]. The process of secondary electron emission, described by the ionization cross section, is the subject of this work. Fundamental knowledge of the ionization cross sections originates from the pioneering work of Rutherford [3] from the view of classical mechanics. The Rutherford formula [3] provides an analytic solution for a two-body problem, where the projectile ion interacts with a free electron initially at rest. In subsequent years, several theoretical approaches of varying complexity have been developed [1, 4–9]. Experimentally, Blauth [10], Moe and Petsch [11] measured the energy distribution of low-energy electrons emitted from gases by ions. Later, Kuyatt and Jorgensen Jr. [12], and Rudd and Jorgensen Jr. [13] started systematic measurements of differential electron emission, focusing on energy and angular distributions of ejected electrons [14, 15]. Furthermore, experiments of electron emission have been performed by Stolterfoht [16] and Toburen [17] using projectiles with incident energies in the order of a few MeV. In summary, various theoretical and experimental investigations of ionization cross sections on simple targets, such as rare gases, water vapor and hydrocarbon molecules, have been conducted and reviewed by Rudd et al. and Stolterfoht et al. for projectile ions as protons [18] and other heavy particles [1], respectively, covering incident energies from a few keV to several MeV.
Electron emission has been used in numerous studies to provide detailed information about the atomic structure and collision dynamics. The application of ion collisions in the medical field has been attracting more attention in recent years, where protons and other charged particles are used for radio-therapeutic treatment in ion-beam cancer therapy. Compared to conventional radiation therapy with electrons or photons, ion beams have the advantage of a deeper and sharper maximum of deposited energy in the tissue at the end of their trajectories. This sharp maximum in the so called depth-dose curve is known as the Bragg peak. Ion beams can therefore deliver high doses at well controlled depths and are thus suited for treating deep-seated tumors.

In the Bragg peak region, the ionization yields reach a maximum as the secondary electrons, which are produced in large numbers, typically have mean free paths from nanometers to several micrometers. These distances correspond in length to a fraction of the cell nucleus enclosing the deoxyribonucleic acid (DNA) molecule, which is usually regarded as a sensitive target to radiation damage. Hence, secondary electrons are responsible for highly-localized energy deposition events on the nanometric scale. Electron emission therefore plays a key role in the mechanism of ion-induced damage to biological targets.

To model the physical interactions of ion beams with the medium, track structure Monte Carlo simulations are often used [19, 20]. In these simulations, the history of the particle track, i.e. individual interactions of the projectiles and their secondaries with molecules of the medium, is modeled using corresponding interaction cross section data as input information. A critical point for the reliability of Monte Carlo simulation codes is the availability of accurate interaction cross sections [21], of which ionization cross sections are particularly relevant due to the release of secondary electrons. Generally, track structure simulations in a biological medium are performed using cross section data of water, as an approximate model for the DNA in a cellular environment. As significant differences were found for the estimated radiation damage in living tissue based on cross sections of water [22], a more realistic representation for DNA constituents is of interest. Hence, the focus of the targets studied in ion collision shifted from water to more complex, biologically relevant molecules. Theoretically, several methods based on the
first Born approximation have been developed to calculate ionization cross sections for biological targets such as nucleobases [23–27]. However, the experimental data for interaction of ions with DNA biomolecules are still incomplete. For example, previous experimental studies to date have covered only the nucleobases for proton collisions at limited energies [28–31].

The aim of this thesis is to present an experimental determination of cross sections for ionization of DNA constituents by proton impact. The motivation of this work is to provide reliable input information about the interaction cross sections which are required by the Monte Carlo track structure simulation as well as to extend the knowledge of electron emission mechanisms to complex biological targets for a wider range of primary energies. In the present work, the measurements were performed using a crossed-beam arrangement to determine double-differential cross sections, which provide a detailed description of both energy and angular distribution of emitted electrons for incident protons of specific energy. The biological targets investigated represent individual DNA constituents, such as pyrimidine, tetrahydrofuran and trimethyl phosphate, which are the respective structural analogues to the nucleobases, sugar, and phosphate of the DNA. An intensive study was made for tetrahydrofuran by carrying out measurements for proton energies ranging from 75 keV to 3000 keV. For pyrimidine and trimethyl phosphate, the measurements were performed only for protons in the Bragg-peak region (75 keV – 135 keV).

This thesis begins with a short instruction, followed by a theoretical background and description of fundamental information in chapter 2. The experimental setup, including the beamline and the spectrometer, are described in chapter 3 and the procedure of the data analysis is presented in chapter 4. Several theoretical models are briefly introduced in chapter 5. The experimental results are reported in chapter 6, where they are compared to theoretical calculations. Discrepancies between the measurements and well-known cross sections of small targets (e.g. hydrogen, water, and hydrocarbon molecules) are also discussed. A scaling property of ionization cross sections is also investigated. Finally, conclusions and an outlook for further work are given in chapter 7.
Chapter 2

Background and fundamentals
2.1 Radiation effects on DNA targets

2.1.1 Ionizing radiation — Bragg peak and track structure simulation

Ion-beam cancer therapy (IBCT) has become a powerful and effective technique for the treatment of cancer, especially for deep-seated local tumors [32]. The main reason for using ion-beams in radiotherapy is their favorable depth-dose profiles, with a sharp maximum at the end of their paths referred to as Bragg peak. This characteristic peak is named after Bragg and Kleeman [33] who investigated the slowing down of particles moving through air. Many years later, the IBCT was realized in the 1950s as the application of protons in therapy after the proposition by Wilson [34] in 1946.

![Figure 2.1](image_url) Comparison of depth-dose distributions in water for energetic protons (black solid line) and photons (red dashed line). Protons show an nearly inverse dose profile labeled as Bragg peak. The figure originates from Fokas et al. [35].
When a charged particle passes through a medium, it ionizes or excites atoms or molecules of the medium and thereby deposits energy along its trajectory. The energy deposited per unit mass is the absorbed dose. A comparison of depth-dose distributions in water for protons and photons, is displayed in figure 2.1. For photons with energy of several MeV as they are used in conventional radiotherapy, the dose builds up within the first few centimeters, and then drops exponentially with the increasing depth. This is due to the production of secondary electrons by photo-absorption or Compton scattering. These electrons, generally, have sufficient energy to travel a range of several millimeters through water. In contrast, the proton beam disposes an inverse depth-dose distribution, peaking at the end of its track (labeled as Bragg peak) and afterwards falling off to zero.

The Bragg peak occurs because the interaction cross sections of the incident ions with the medium increase as the kinetic energy of ions decreases. The interactions mainly produce secondary electrons with low energies, which have sub-millimeter ranges [36]. The location of this peak can be precisely adjusted to the desired depth in the tissue by varying the initial energy of the incident ions. However, the width of a single Bragg peak is too narrow to treat most tumors which have a typical volume of a few centimeters in size [37]. Therefore, several Bragg peaks have to be superimposed at staggered depths for a therapeutic radiation distribution, which is defined as the spread out Bragg peak (SOBP) [38]. As a result, IBCT allows a deposition of high doses into desired tumor volumes, concentrating the radiation damage to the cancer cells, and simultaneously sparing the healthy tissue around.

In the Bragg peak region, the energy of the charged particles, initially in the order of several hundred MeV, decreases very strongly, e.g. it declines to around 80 keV for protons [39]. Ions of such energies have a high linear energy transfer, consequently, the density of ionization events is enhanced, and accordingly, most of the ion-induced biodamage is expected to take place at those energies. Generally, the analytical description of the particle’s propagation in a medium is very complex and therefore approximations are used. For microscopic target volumes such as the DNA, track structure simulations using Monte Carlo codes are well suited to numerically solve the particle transport problem, as the interactions of ions and secondary particles with a medium are of stochastic nature [22]. In such codes, a particle track
2.1. Radiation effects on DNA targets

contains the information on positions and types of successive interactions of a single incident particle and its secondaries with a medium [22]. Hence, the detailed histories of the particle’s track are followed interaction by interaction through the medium. The modeling of individual interactions is accomplished by the use of interaction cross sections, which describe the probability of a specific interaction, e.g. ionization (see section 2.2.1, page 14). The physical interactions of the ionizing particle with DNA molecules take place at times less than femto seconds \( (10^{-15} \text{s}) \) [40]. Within this time scale, simulation codes like GEANT4-DNA [41] or PTra [42] are available to provide the physical track structure.

2.1.2 The organic target — structure, damage and modeling of the DNA molecule

As an essential component in living cells, the DNA carries the genetic information. Within this function the important role is played by the specific DNA structure. In this section, a brief instruction is given to the DNA structure, including its damage induced by ionizing radiation as well as its modeling in track structure simulation.

Basically, DNA consists of two antiparallel chains of nucleotides twisted into a double-stranded helix [43]. As depicted in figure 2.2, a nucleotide molecule is a monomer unit which is composed of a phosphate group, a deoxyribose sugar, and one of four types of nucleobases. The nucleotides are joined to one another with a backbone structure which is composed of alternating phosphate and deoxyribose residues. Along the backbone, one of four nucleobases, which are classified into two types, either pyrimidine (cytosine and thymine) or purine (adenine and guanine) is attached to the deoxyribose. The nucleobases of both opposing strands are hydrogen bonded according to base pairing rules, which are, the adenine is always connected to thymine and cytosine to guanine. Within such a sequence of nucleobases along a DNA strand, the genetic information is encoded. Water molecules are also present within the cell nucleus and can be considered as an integral part of the DNA structure [22, 44].

The DNA molecule cannot be measured directly in gaseous volumes, which is necessary for a single-collision condition (see section 3.4.3, page 42). Hence, analog molecules of DNA constituents are usually used in the
experiment. Three objective biomolecules are involved in this work, namely pyrimidine (PY, C$_4$H$_4$N$_2$), tetrahydrofuran (THF, C$_4$H$_8$O) and trimethyl phosphate (TMP, C$_3$H$_9$PO$_4$), which are structural analogues to the base, the sugar and the phosphate residue of DNA, respectively. The molecular structure of a DNA segment is schematically shown in figure 2.2. PY is a precursor of the nucleobases cytosine and thymine. Both of them contain the ring structure of PY. Similarly, THF is a precursor of the deoxyribose. In combination with THF, TMP provides a representation of the trimethyl ester of the phosphoric acid. In this case, the DNA backbone can be modeled by alternating THF and TMP molecules.

Figure 2.2 Chemical structure of a DNA segment containing the four nucleobases: adenine, guanine, thymine and cytosine. Different atoms are color coded spheres: hydrogen—small grey, carbon—blue, oxygen—red, nitrogen—green, phosphorus—large dark green. The inset illustrates the chemical structure of the investigated molecules and their similarity to the DNA constituents. The figure originates from Bug [22].

As Nikjoo [40] indicated in his work, the cell nucleus and in particular the DNA molecule is the primary target of damage for ionizing radiation. Direct ionizations or excitations of DNA molecules may lead to a rupture of chemical bonds and the generation of DNA lesions [45]. These processes are considered as direct damage to the DNA molecule, whereas the indirect damage is referred to as a chemical attack to the DNA by secondary species, for instance the water radicals or hydrated electrons, which are formed along the track of the incident particles. Generally, there are three major types of DNA damage induced by ionizing radiation [45]: single strand breaks (SSB)
are referred to as a damage of a backbone molecule on one strand; double strand breaks (DSB) are defined as two SSB on opposite strands within ten base pairs; and base damage.

To simulate the direct damage on the DNA along particle track, particularly near the Bragg peak, the experimental cross sections for the interactions between the incident particles and the molecules comprising the medium are required as input data [22]. As water may occupy more than 80% of the total volume in the cell structure [46], it is commonly used as a default medium to describe living tissue. The ionization cross sections of water have been experimentally investigated in the past [47–50]. Several estimations of DNA damage based on water cross section data have been performed, where a simplified linear DNA segment is modeled in the form of a cylinder filled with water [51] or water vapor [52].

Ion-induced DNA damage can only be evaluated from the damage to the constituents of the DNA, if the cross section data of these constituents are available. An advantage of using these data is that the strand breaks can be distinguished from base damage. While there is a significant amount of literature for water molecules, only a few experimental data have recently been published for complex biological molecules like DNA or ribonucleic acid (RNA) constituents. For example, Tabet et al. [28] presented the total ionization cross sections of nucleobases (adenine, cytosine, thymine and uracil) at proton energies below 150 keV. Iriki et al. and Itoh et al. reported the data of adenine [29, 31] and uracil [30] for proton energies of 0.5 MeV, 1 MeV and 2 MeV. To the best of our knowledge, reliable experimental cross section data for biologically relevant molecules are still largely lacking but are required due to steadily increasing applications of IBCT.

For the DNA analogues as used in this work, various cross sections have been measured at the PTB previously, containing differential elastic and total scattering cross sections [53–55] for electron impact, as well as fragmentation cross sections [56, 57]. Those data sets, together with the proton-impact ionization cross sections obtained in this work, have been integrated in the GEANT4-DNA [41] and PTra [42] track structure codes to improve the prediction of radiation damage to the DNA in a more realistic manner.
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2.2 Secondary electron emission from ion-atom collision

2.2.1 Introduction to ionization cross sections

Among all interaction mechanisms along the ion trajectories, direct ionization is generally the most probable process for ion collisions at impact velocities above the orbital velocities of a target electron [18]. Various ionization mechanisms, such as binary-encounter collisions, soft collisions and Auger processes, lead to the ejection of secondary electrons. The secondary electrons emitted during such processes often carry enough energy for further ionization of nearby molecules, initiating an avalanche effect, which results in the energy transfer through ionization of sensitive biological targets, such as the DNA molecule. In fact, the ionization process and the subsequent cascade of secondary electrons account for the majority of ion-induced radiation damage to DNA [58].

Although high-energy electrons are capable of producing further ionizations, which may cause target fragmentation on the molecular level [56], it was shown that low-energy electrons can also induce single or double strand breaks in DNA via dissociative electron attachment [59, 60]. In order to reach a precise understanding of ionization processes in biological matter, not only the number of secondary electrons is relevant, but also their spatial and energetic distributions are of primary importance.

Monte Carlo track structure simulations, which calculate the spatial distribution of the ion and electron interactions, require a set of total and differential interaction cross sections. The total ionization cross section (TICS) is needed to estimate the probability of secondary electron emission due to ion collision. This quantity $\sigma_{\text{ion}}$, which has the dimension of an area, describes the ratio of the flux of secondary electrons $\dot{N}_s$ to the flux of incident particles $\dot{N}_p$ [2]:

$$\sigma_{\text{ion}} = \frac{\dot{N}_s}{\dot{N}_p L_{\text{int}} \rho_t},$$

(2.1)

where $\rho_t$ is the number of the target particles per volume (number density) and $L_{\text{int}}$ is the length of beam path from which the ejected electrons are collected, e.g. the length of the interaction zone (see section 3.4.2, page 40).
Information about the angular and energy distributions of emitted electrons is contained in the double-differential cross section (DDCS) for ionization, so that the probability of further secondary electron interactions can be modeled.

The DDCS quantifies the ratio of the flux of secondary electrons $\dot{N}_s$, ejected into an element of solid angle $\Delta \Omega$ at a polar angle $\theta$ within interval $\Delta W$ around energy $W$, to the flux of incident particles $\dot{N}_p$ [2]

$$\frac{d^2\sigma_{\text{ion}}}{dWd\Omega} = \frac{\dot{N}_s}{\dot{N}_p L_{\text{int}} \rho_t \Delta W \Delta \Omega}. \quad (2.2)$$

For some purposes, only the information of the energy spectrum is relevant. In this case, the integration of DDCS over the full solid angle leads to the single-differential cross section (SDCS) for ionization

$$\frac{d\sigma_{\text{ion}}}{dW} = \int \frac{d^2\sigma_{\text{ion}}}{dWd\Omega} d\Omega = 2\pi \int_0^{\pi} \frac{d^2\sigma_{\text{ion}}}{dWd\Omega} \sin \theta \, d\theta, \quad (2.3)$$

where the differential solid angle is given as a function of emission angle $d\Omega = 2\pi \sin \theta d\theta$.

The total ionization cross section is obtained by integrating of the SDCS over all secondary electron energies from 0 to $W_{\text{max}}$

$$\sigma_{\text{ion}} = \int_0^{W_{\text{max}}} \frac{d\sigma_{\text{ion}}}{dW} \, dW, \quad (2.4)$$

where $W_{\text{max}}$ is the maximum energy of ejected electrons.

### 2.2.2 Processes of secondary electron emission

#### 2.2.2.1 Center picture

Ion-atom collisions can be categorized into two qualitatively different types: a soft (or glancing) collision (see section 2.2.2.3, page 18) and a hard (or binary) collision [18]. The description of ionizing collisions is basically a three-body problem, which can be solved by reducing this problem to a corresponding two-body problem or to a sequence of two-body interactions [1]. Rutherford [3] has given the fundamental work of the two-
body problem where only the interaction between the projectile and the target electron is considered (see section 5.2, page 83). Another approach to solve the three-body problem is using the first-order perturbation theory [1]. For example, Bethe [6] has used the first Born approximation to describe electron emission from ion impact (see section 5.3, page 86). In this section, the major mechanisms of secondary electron emission from ion-atom collisions are briefly summarized.

Figure 2.3 Mechanisms for electron emission associated with different trajectories. The collision partners are labeled as: \( e^- \)—target electron, \( T \)—target nuclei, \( P \)—projectile nuclei. The figure originates from Stolterfoht et al. [1].

Instead of considering the complex dynamics of a many-body system, Stolterfoht et al. [1] has introduced an intuitive picture of viewing electron emission in terms of collision centers of the outgoing electron. Formally, the formation of a center involves an strong interaction of the nucleus with the active electron, i.e. the one which is ionized during the collision. In terms of center concepts, different trajectories of the secondary electron emitted after the interaction with an incident ion are schematically displayed in figure 2.3. The target electron is initially bound to the target atom, then ionized during a
collision with the incident ion, and may be finally scattered by the Coulomb field of one or both collision partners. Generally, there are three different cases: the outgoing electron is unaffected, which corresponds to a binary collision without center (zero-center case); the outgoing electron is affected by the nuclear field of the target, which corresponds to an electron emission involving a single target center; and the outgoing electron is affected by the field of both the target and projectile, which corresponds to an electron emission involving two centers [1]. These mechanisms will be discussed separately in the following sections.

2.2.2.2 Binary-encounter electron emission

Hard collisions between projectiles and target electrons correspond to a two-body interaction in which the influence of the target nucleus to the outgoing electron can be neglected. This relatively simple ionization process is quoted as binary-encounter electron emission. The binary-encounter electron emission depicted in figure 2.3 is referred to as zero-center case. The outgoing electron follows a straight-line trajectory which is not significantly affected by the nuclear field of either the target or the projectile [18].

For projectiles whose velocities are larger than the mean velocity of the target electron before the collision, a prominent peak is observed in the angular distribution of the DDCS. This structure is known as the binary-encounter peak, which is a direct consequence of large energy and momentum transfers from the incident particles to the ejected electrons in binary collisions. The location of this peak at the emission angle $\theta_{BE}$ can be predicted according to the energy and momentum conservation rules [18]

$$\theta_{BE} = \arccos \sqrt{\frac{M_p W}{4m_e T_p}},$$

where $M_p$ and $T_p$ are the mass and incident energy of the projectile, while $m_e$ and $W$ are the mass and kinetic energy of the secondary electron. Equation 2.5 applies for a free electron initially at rest and indicates a delta-function at the ejection angle $\theta_{BE}$, which is not larger than $90^\circ$. In reality, the binary peak is a distribution with a specific width as the target electron has an initial velocity distribution [1], which is individual for an electron bound in a specific molecular orbital.
For relatively slow projectiles, the high-velocity components in the initial velocity distribution of bound electrons mainly cause electron emission at backward angles larger than 90°. This behavior can be considered as a binary-encounter process where the characters of the incident ion and the target electron are exchanged [1]. In this reversed binary-encounter process, the momentum direction of the bound electron may be strongly affected by the nuclear field of the slow projectile. As a result, the electrons are elastically scattered by the projectile and may leave the target atom at backward directions. Hence, the inverse binary encounter process is treated as a projectile-center case.

2.2.2.3 Single-center electron emission

In the single-center electron emission (SCEE) process, the target nucleus is generally treated as an interaction center. The influence of the target nucleus increases with decreasing velocity of the outgoing electron. In particular, electrons emitted from soft collisions are attributed to a single-center treatment [1], as for such an electron, its interaction with the nucleus, to which the electron was initially bound, may be stronger than the interaction with the projectile. This occurs for soft collisions where the energy and momentum transfers are small and the projectile velocity is high, so that the interaction time of the projectile and the target is negligible. In fact, for fast projectiles, e.g. protons with energies above 1 MeV, most collisions are of this type [18]. Thus, electrons produced in soft collisions form the pronounced structure in the DDCS spectrum at low electron energies.

In the example of figure 2.3, the outgoing electron from SCEE process, which is firstly involved in a binary-encounter event, afterwards is scattered by the Coulomb field of the target nucleus which forms a center. Besides that, another example of a SCEE process is the backscattering of fast electrons in the target center. These electrons considered are those which experience hard collisions with typical transferred energies up to a few hundred eV. In this energy range, other mechanism, for example the inverse binary-encounter process has smaller probability, so that the backscattering by the target center dominates and therefore contributes to the electron emission at backward directions.
2.2.2.4 Two-center electron emission

The ionization process associated with both centers of collision partners, i.e. the target nucleus and the projectile, is quoted as two-center electron emission (TCEE). Recalling figure 2.3, the outgoing electron from a TCEE process is affected by the superposition of the Coulomb fields of both the target and the projectile nuclei.

Since SDCS are governed by the binary-encounter and soft collisions which are zero-center or single-center phenomena, the two-center effects are mostly noticeable in the spectrum of DDCS. An outstanding example of TCEE is provided by the electron capture to the continuum (ECC) process. In this case, the outgoing electron has a velocity similar to that of the projectile after the collision. In most cases, the energy of the electron is low enough to "feel" the target center, but additionally, it is attracted by the leaving projectile. Consequently, it is essentially focused by the Coulomb field of the projectile nucleus in the forward direction, and additionally, attracted by the leaving projectile.

2.2.2.5 Auger electron emission and other process

In general, the probability for an ion projectile to interact with a target electron in outer orbital shell is higher than the probability of the interaction with an inner shell electron. The interaction of the projectile with a core electron generates a hole in the inner shell of the target atom. The inner-shell vacancy may be filled by an electron from an outermore shell with a higher energy level, resulting in a release of energy. This excess in energy can be imparted to another electron which is subsequently ejected from the same atom. This ionization process is called Auger electron emission, deriving its name from the effect discovered by Auger [61]. In large molecules, a cascade of Auger electrons can leave the molecule in a highly charged state.

The kinetic energy of an Auger electron corresponds to the difference between the transferred energy in the initial ionization leading to the inner-shell vacancy and the binding energy for the outer shell from which the Auger electron is ejected. Thus, the Auger peak appears in certain energy regions of the electron spectrum. However, despite its appearance in the experimental data (see section 6.3, page 102), Auger electron emission is not considered in the ionization cross section. The ionization cross section only describes
the probability for a direct ionization of the target atom or molecule by the projectile. Hence, Auger electron emission is also not included in theoretical calculations.

Under the experimental conditions assumed in this work, e.g. single-collision by proton impact (see section 3.4.2, page 40), the probabilities for other complex ionization processes are expected to be negligible. For instance, the contribution of multiple ionization to the ionization cross section is small in proton collisions. It amounts to a few percentage of TICS for noble gases at 3 MeV and rapidly decreases towards lower proton energies [62].

Another inelastic process is the electron capture to a bound state of the projectile. Differing from the ECC process, it leads to a reduction of the projectile’s charge. In the case of hydrogen atoms, these would subsequently produce no signal to the measured ion current. Therefore, no measurements were taken to quantify the electron capture process in the setup (see section 3, page 21) and it was not accounted for in the analysis.
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Setup of the experiment
3.1 Introduction

The experimental cross section data reported in this work are measured for structural analogues to the nuclei bases, the sugar and the phosphate residue of the DNA backbone (see section 2.1.2, page 11), namely pyrimidine (PY, C₄H₄N₂), tetrahydrofuran (THF, C₄H₈O) and trimethyl phosphate (TMP, C₃H₉PO₄), respectively. The measurements of double-differential cross sections (DDCS) were performed using a crossed-beam arrangement built up in a high-vacuum chamber. The measuring geometry of this experiment can be seen in figure 3.1 where the primary particle beam crosses the effusive gas jet perpendicularly.

![Figure 3.1](image)

**Figure 3.1** Secondary electron spectroscopy experiment using a crossed-beam arrangement.

The proton beam was generated by a 3.75 MV Van de Graaff accelerator (see section 3.3, page 34) or a 155 kV self-constructed (see section 3.2, page 24) accelerator for primary energies above or below 300 keV, respec-
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The overlap of the beam and the gas jet (see section 3.4.1, page 37) defines the interaction zone (see section 3.4.2, page 40), where the center is considered as the origin of the geometry. The X and Z axes are defined by the direction of the gas jet and the primary beam respectively. The Y-axis is perpendicular to both and the YZ-plane is the scattering plane. Information about the energetic and angular distributions of secondary electrons is contained in the DDCS, which is independent of the azimuthal angle and depends only on the polar angle $\theta$ due to the symmetry of the measuring geometry. The secondary electrons ejected from the interaction zone at a fixed angle $\theta$ relative to the beam direction are detected and analyzed with respect to their kinetic energy $W$ using an electron analyzer (see section 3.5, page 43), which was mounted on a turntable such that it could be rotated around the axis of the gas jet.

3.2 Beamline — the laboratory accelerator

A new low-energy ion accelerator has been recently constructed at the PTB for collision experiments between biologically relevant molecules and protons with energies up to 155 keV. This energy range is particularly important due to the peak of the total ionization cross sections at a projectile energy of about 100 keV. The maximum energy transfer from the projectile to the target is commonly denoted as Bragg peak region (see section 2.1.1, page 9). Because perturbative theoretical approximations (see section 5.3, page 86) have limited validity in this energy range, experimental data are urgently required as benchmark. The same experimental setup was used in both the measurements of high proton energies at the Van de Graaff accelerator (see section 3.3, page 34) and the measurements with protons of energies close to the Bragg peak energy at the laboratory ion accelerator.

3.2.1 Beamline layout and components

Figure 3.2 shows the general layout of the low-energy ion accelerator beamline. The total length of the beamline was approximately 3 m. An IQE 12/38 extractor type ion source produced by SPECS GmbH was used to generate the protons from hydrogen gas. The primary energy of the ions was variable between 0.2 keV and 5 keV. With the accelerator the ion source was operated at its maximum energy of 5 keV. Protons were selected by the
mass-to-charge ratio using a Wien mass filter [63] downstream of the ionizer volume. The proton beam was then prepared by the focusing and deflection sections in the IQE 12/38 for further acceleration.

Two perpendicular deflectors operated with a voltage of up to 0.5 kV were used to align the beam with respect to the center of the accelerating stage. Each deflector was composed of two electrically deflecting plates mounted parallel to each other in vertical or horizontal direction. The 0.5 m-long accelerating stage consisted of 20 electrodes connected via a voltage divider circuit having a total resistance of 30 MΩ. The last electrode was connected to ground potential. The accelerating stage allowed tuning the primary energy over the range from 5 keV to 155 keV, where the energy resolution of 0.1% was estimated to be that of the power supply PNC150000 produced by Heinzinger GmbH. The ion source, the first deflector and the accelerating stage were contained in an electrically shielded cube at the high-voltage side of the beamline due to the applied high potential up to 155 kV and therefore inaccessible during the measurements for safety reasons.

A second deflector behind the accelerating stage steered the beam into the electrostatic quadrupole triplet which focused the beam horizontally and vertically by means of parabolic electrostatic fields. A third electrostatic deflector was located behind the quadrupole. The maximum voltages applied to the quadrupole triplet, the second and the third deflector were 5 kV, 1 kV and 1 kV respectively. The beam current could be measured with retractable Faraday cups after the first or before the third deflection stage.

The proton beam was collimated by three tantalum apertures with 5 mm, 3 mm and 5 mm in diameter, respectively. Instead of confining the beam, the purpose of the last aperture was to prevent electrons released from the middle aperture by proton impact to reach the interaction chamber. The apertures were mounted inside a differential pumping stage between the beamline and experimental chamber. The beam current on the central aperture was monitored. Another Faraday cup was positioned on the far side of the chamber to determine the proton current. For beam positioning, the proton current was maximized in this Faraday cup and minimized on the central aperture. The beam current i.e. beam intensity was regulated by adjusting both gas pressure and emission current of the filament in the ionizer.
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Figure 3.2. Sketch of the low-energy ion accelerator beamline.

volume at the ion source. A typical value of the proton current measured in the Faraday cup on the far side of the chamber was in the order of 20 nA during the experiments.

As the intensity of the proton beam could be reduced by the collimation, the deflecting and focusing of the beamline components were checked by means of a phosphor screen mounted between the third deflector and the collimation apertures. In this case, the proton beam was focused on this screen to check the spot size of the beam. The beam current at the Faraday cup located in front of the phosphors screen was also recorded. These results are summarized in Table 3.1 for various proton energies.

<table>
<thead>
<tr>
<th>Proton energy (keV)</th>
<th>Beam current (nA)</th>
<th>estimated spot size (mm × mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>45</td>
<td>2 × 2</td>
</tr>
<tr>
<td>105</td>
<td>80</td>
<td>1 × 1</td>
</tr>
<tr>
<td>135</td>
<td>50</td>
<td>1 × 1</td>
</tr>
<tr>
<td>155</td>
<td>50</td>
<td>1 × 1</td>
</tr>
</tbody>
</table>

Table 3.1 Specification of the low-energy ion accelerator beamline for various proton energies.

### 3.2.2 Control system and instrumentation

A hardware and software system has been developed during this work to control the beamline of the low-energy ion accelerator. Figure 3.3 shows the front view of the beamline components and hardware instruments used in this control system. The three major tasks of this system are to set up the operating parameters of the ion source as well as those of the accelerator beamline and to monitor the ion beam. Comparing to commercial solutions, this control system can provide a cost-saving method to satisfy the specific requirements of the experiment. In this section, the design and the implementation of this control system are described.

#### 3.2.2.1 Conceptual design

The control system was composed of the remote nodes and the controlling or monitoring consoles. Due to the high potential of up to 155 kV, it is not possible to access some components (e.g. the ion source at high-potential...
Chapter 3. Setup of the experiment

Figure 3.3 Front view of the beamline components and related hardware instruments.

(a) Ground side

(b) High-voltage side
3.2. Beamline — the laboratory accelerator

side) locally during the operation of the beamline. Thus, a remote control is required for this system. This was realized by connecting nodes and consoles to the PTB network, as shown in figure 3.4.

Figure 3.4 Architecture of the beamline control system.

The beamline components and their related instruments were separated into two remote nodes depending on which part of the beamline they were located, either high-voltage or ground side, as depicted in figure 3.3. Each remote node consisted of two layers: a transport layer and a device layer. In the device layer the beamline component was directly attached to its control device such as the power supplies.
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There were several components installed on the beamline that need to be controlled individually. The first one was the ion source. As its control device, a power unit PU-IQE 12/38 was used to provide all voltages necessary for operation of the ion source. All operational parameters were controllable remotely via the RS-232 interface.

The other components to be controlled were the electrostatic deflectors and the quadrupole triplet. The operating voltages on the deflectors and the quadrupole triplet were provided respectively by power supply modules of the CPS and DPS series produced by iseg GmbH. These built-in modules were DC/DC converters. They were integrated in a modular crate ECH 128 manufactured by the same company. To enable the remote control for all modules plugged in, this crate was equipped with a digital interface, namely the Multichannel Interface Crate Controller.

The transport layer transmitted the information between the remote node and the network. This layer was realized by the hardware composed of a ports-concentrator and a switch. The multiple peripheral devices in the upper layer were combined together by the concentrator, as shown in figure 3.4. Hereby, two models of ports-concentrator from the same manufacturer (Digi International Inc) were used, i.e. AnywhereUSB-TS and AnywhereUSB-14. The latter provided fourteen ports for USB connection. In addition, the AnywhereUSB-TS model also added four RS-232 serial ports wired in RJ-45 standard, allowing a mixing of USB and serial connections over the same network. The switch unit KGS-510F by KTI Networks Inc was used for establishing the Ethernet connections to the ports-concentrators, while its SFP-port was installed with a fiber transceiver to establish the uplink to the PTB network via a fiber connection.

The control console was implemented using a desktop computer running a Windows 7 operating system. Furthermore, a second monitor together with an IP-camera was used as monitoring console to check the beam optically by means of the phosphor screen during the beam alignment. The connection from the consoles to PTB network was carried out by the same switch KGS-510F described previously.
3.2.2.2 Software development and data communication

The software development for this control system was carried out by object-oriented programming, which was coded in C++ language using the ROOT library [64]. A brief overview of this program is shown in figure 3.5.

As figure 3.5 shows, each kind of control device is numbered for identification and abstracted as individual class. These classes inherit from their parent class "Device". Inside the class, the behaviors of control devices are managed by member functions, which can be classified into three groups: process-handler, error-handler and stream-handler. The process-handler defines the basic behavior such as connection or disconnection of the device, whereas the error-handler indicates the operating status of the device and provides diagnosis to the related error.

The stream-handler is designed to implement the communication to the control device via its remote interface (USB or RS-232 port). This is done by exchanging the input/output (I/O) data in the form of a common serial data stream between the remote node and the console across the network. In the view of console, the response from remote node (reading) is regarded as input data. The signal from the console (writing) such as user’s request is defined as output data. The continuous data streaming is realized in this handler by running a thread with instructions for writing and reading.

Since the data communication to each control device is executed independently by the separate thread, the simultaneous data streaming for the connected devices can be archived by the multi-threading mechanisms. This procedure allows the program to continue data streaming in the case of partial failure. For example, if an unexpected error is detected at one of the controlled devices, the error-handler immediately requests the stream-handler to stop only this single failing I/O stream, however, the I/O streams of the other devices can keep operating.

A graphical user interface (GUI) on the control console was applied for the parameter settings and status displays. The implementation of this user interface was carried out by the class "GUI". The user interface is based on the event-driven programming [65] where the control flow of the program is indicated by a specific routine (event-handler) as a reaction to the bound signals (events) generated from the user or from the system. For instance, the refresh of the display window of the GUI is automatically triggered by
Figure 3.5 Data flow diagram of the control program.
Figure 3.6 Screen shot of the second panel on the graphical user interface.
an internal timer as a system event in order to update the actual status of
the operating beamline. On the other side, the events from the user such
as the mouse clicks and keyboard presses are detected through the direct
manipulation of the graphical control elements (widgets) such as the buttons
or text boxes on the GUI. For example, a matching function is called for
setting the voltage on the deflector after entering a value into the input box.
The value range of the input box is limited. All of the widgets are grouped
according to their relative tasks (see section 3.2.2, page 27) and placed into
three corresponding panels, respectively. Figure 3.6 shows a screen shot of
the panel for beam controlling on the GUI.

Another class "Event" was designed to deal with the different sorts of
events produced from the user interface. To this end, the a series of methods,
namely event-handlers, were implemented as member functions of this class.
When one of the events takes place, according to the identification number
(widgetID) of the involved widget, the matching event-handler is selected and
then executed to call the related functions of the I/O stream that corresponds
to the number (deviceID) of the target device. In other words, the widget
event is connected to the correct function of the involved I/O stream by
means of an event-handler.

The class "App" provides the entrance of the program, as the exclusive
object of class "GUI" was created in the main function inside this class.

3.3 Beamline — the PTB Van de Graaff accelerator

The measurements for proton energies above 300 keV were carried out at
the PTB ion accelerator facility (PIAF) using a Van de Graaff accelerator.
The maximum energy of the proton beam was 3750 keV and the accuracy
of the proton energy was ±1 keV [66]. Figure 3.7 shows the electron
spectrometer installed at a beamline in the experimental hall of the PIAF.

This accelerator facility was described in detail by Brede et al. [67]. In
brief, the Van de Graaff accelerator was horizontally mounted and operated
with pure Sulfur hexafluoride (SF₆) insulating gas. After leaving the Van de
Graaff accelerator, the proton beam was focused by a quadruple doublet and
enters a 90°-deflecting magnet. Afterwards via another switching magnet
and quadruple doublets, the beam entered the experimental hall, where the
vacuum vessel containing the electron spectrometer (see section 3.5, page 43)
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Figure 3.7 Photograph of the interaction chamber and measurement electronics installed at a beamline in the experimental hall of the PTB ion accelerator facility.
Figure 3.8 Sketch of the PTB 3.75 MV Van de Graaff accelerator beamline.
was attached to the beamline. This configuration allows to carry out a conventional crossed-beam experiment to investigate the cross sections of interested target gas. Figure 3.8 shows the general layout of the 3.75 MV Van de Graaff accelerator beamline.

As depicted in figure 3.8, a differential pumping stage was inserted as a buffer unit to prevent the flow of target gas into the high vacuum of the beamline. Inside, three tantalum apertures with diameters of 5 mm, 3 mm and 5 mm were used to collimate the beam. The current on the inner aperture was recorded by an electrometer to detect possible changes of the beam position. The outer apertures were biased to $-300\,\text{V}$ in order to suppress electron emission from the middle aperture such that only the direct current of protons hitting the middle aperture was recorded. A Faraday cup (not shown in figure 3.8) with an central aperture of 15 mm was placed on the far side of the spectrometer chamber in order to measure the beam current. Mechanical alignment of the Faraday cup, the apertures and the symmetry axis of the chamber was carried out using an optical telescope. The proton beam was aligned by maximizing the ratio of the current in the Faraday cup to the current on the central aperture. When optimally aligned, the current in the Faraday cup was in the order of $10^{-6}\,\text{A}$, while the current onto the beam-confining aperture was in the order from $10^{-8}\,\text{A}$ to $10^{-7}\,\text{A}$. The measured bias current on the Faraday cup in the absence of a beam was below $10^{-12}\,\text{A}$.

### 3.4 Sample preparation and delivery

Collision experiments with complex biological molecules, such as those investigated in work, are difficult to accomplish in the gas phase due to the required preparation of well-characterized gas targets as well as the determination of the absolute number density of target molecules. Since the original DNA molecule may easily decompose when heated or vaporized or cannot be isolated, the three structural analogues previously mentioned (see section 2.1.2, page 11) were investigated.

#### 3.4.1 Production and collimation of the effusive gas jet

The samples used in this work were purchased from Sigma-Aldrich company with specified purity 99%. At a room temperature of 28°C all the samples were liquid, and their vapor pressures were high enough to achieve
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a gas density in the interaction region which allowed the energy spectra of the secondary electrons to be recorded with sufficiently low uncertainty. As depicted in figure 3.9, a container filled with liquid sample was used as the vapor source. Each sample container was evacuated several times to remove any residual gas before introduction to the collision chamber. After pumping had stopped, the pressure in the container rose to the vapor pressures that were measured to be 250 mbar, 21 mbar and 3 mbar, for THF, PY and TMP, respectively.

Figure 3.9 Schematic of the apparatus used for sample preparation and delivery.
The flow rate of the sample vapor was controlled by a leak valve. Along the gas pipe, a cylindrical tube with a length of 10 mm was used to generate an effusive gas jet of the target sample. This tube was aligned along the symmetry axis of the experimental chamber. At the tube’s end the sample vapor was ejected into the chamber through a nozzle of 0.3 mm in diameter. The nozzle could be positioned vertically within $\pm 10 \mu m$ (in the direction of the gas jet) and horizontally within $\pm 2 \mu m$ (in the scattering plane) by means of a three-axis micrometer manipulator. The distance between the tip of the nozzle and the axis of the primary beam was typically set to about 2.5 mm.

A turbomolecular pump TCU 1600M purchased from Pfeiffer GmbH with a nominal pumping speed of 1380 l/s was used to create a vacuum in the order of $10^{-7}$ mbar inside the interaction chamber. This pressure was measured by an ion gauge PBR 260 of Pfeiffer GmbH. For the production of the gas jet, the sample vapor was introduced through the nozzle with a backing pressure of about 1 mbar measured by a pirani gauge TPR 280. As a result, the pressure in the chamber rose from $10^{-7}$ mbar to the order of $10^{-5}$ mbar.

The extent of collimation in the gas beam is dependent on the diameter of the nozzle $d_t$, the length of the tube $\ell_t$ and the pressure of vapor in the entrance reservoir, namely the backing pressure $p_r$ [68]. The type of flow is characterized by the Knudsen number

$$K_n = \frac{\lambda_r}{d_t},$$

(3.1)

where $\lambda_r$ is the mean free path of the vapor molecules in the entrance reservoir. For collisions of identical particles, the quantity $\lambda_r$ is given by Edelmann [69]:

$$\lambda_r = \frac{k_B \cdot T_{\text{temp}}}{\sqrt{2} \cdot \pi \cdot p_r \cdot d_m^2},$$

(3.2)

where $k_B$ is the Boltzmann’s constant, $T_{\text{temp}}$ is the temperature and $d_m$ is the molecular diameter.

According to the work of Schmidt [70], the free molecular flow, where the collisions of molecules hitting the tube walls are much more significant than intermolecular collisions, prevails when $K_n > 0.3$. For the three samples
used in this work, these conditions of free molecular flow are fulfilled. Taking the THF for example, the molecular diameter $d_m$ was estimated to be $2.86 \times 10^{-10}$ m using the bond length of C=C and C=O [71]. With a pressure $p_r$ of 1 mbar at room temperature $T_{\text{temp}} = 298$ K, the Knudsen number was $K_n = 0.376$. The tube’s aspect ratio $\gamma_t$ is defined as the ratio of the nozzle diameter $d_t$ and the tube length $\ell_t$, which gives

$$\gamma_t = \frac{d_t}{\ell_t}. \quad (3.3)$$

Here, the aspect ratio for the tube used in this experiment was $0.3 \text{mm}/10 \text{mm} = 0.03$. As referred to the research of Seccombe et al. [68], the maximum collimation occurs when $\gamma_t \to 0$, and when $K_n > 0.3$, to hold the free molecular flow condition.

### 3.4.2 Geometry of the interaction zone

A relatively small and well-defined interaction zone of appropriate number density of target gas is required in the electron spectroscopy measurements. Figure 3.10 shows a geometric drawing for the perpendicular arrangement of the gas jet and proton beam in the interaction zone.

As can be seen from figure 3.10, the distance from the tip of the nozzle to the particle beam was estimated to be 2 mm. It was chosen to be large enough to avoid proton scattering on the nozzle. The gas jet ejected from the tip was estimated to be symmetric about the axis of the nozzle and to have a diameter of 1 mm in the interaction zone. The circular primary beam was estimated to be of 1 mm diameter. Thus, the length of the interaction zone was estimated to be 1 mm.

The number density in the interaction zone was determined using the calculation of Seccombe et al. [68] for the gas density arising from a single tube. For the simplicity of calculation, it was assumed that the interaction zone had a cylindrical geometry. The radius of the cylinder $r_c$ was equal to the half length of the interaction zone and the length of the cylinder $h_c$ was equal to the diameter of the incoming primary beam. Since the idealized interaction zone preserved the cylindrical symmetry around the nozzle axis, the variation of the number density around the nozzle axis could be neglected. Using the polar coordinate defined in figure 3.10, in which the origin is located.
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Figure 3.10 A geometry of the interaction zone with the primary particle beam and the gas jet.
at nozzle exit, the target number $N_{\text{int}}$ in the interaction zone is given by [68]

$$N_{\text{int}} = 2\pi \int_{h_0}^{h_0 + h_c} \int_0^h J(\psi) \tan(\psi) \frac{h}{\bar{c} R^2} \, d\psi \, dh, \quad (3.4)$$

where

$$R = \frac{h}{\cos(\psi)}, \quad (3.5)$$

and

$$\chi = \tan^{-1} \left( \frac{r_c}{h} \right). \quad (3.6)$$

Hereby, the quantity $J(\psi)$ is the angular distribution of the molecular flux beyond the exit plane of the nozzle. The symbol $h$ describes the projection of $R$ along the nozzle axis and $h_0$ represents the distance from the nozzle exit to the interaction zone. The quantity $\bar{c}$ of the mean thermal velocity is given by [72]

$$\bar{c} = \sqrt{\frac{8 \cdot k_B \cdot T_{\text{temp}}}{\pi \cdot M_{\text{gas}}}}, \quad (3.7)$$

where $M_{\text{gas}}$ is the molecular mass of the target gas.

Finally, the number density of target gas in the interaction zone $\rho_t$ can be obtained in the following form

$$\rho_t = \frac{N_{\text{int}}}{V_{\text{int}}}, \quad (3.8)$$

where $V_{\text{int}}$ is the volume of the interaction zone given by

$$V_{\text{int}} = \pi \cdot r_c^2 \cdot h_c. \quad (3.9)$$

### 3.4.3 Condition of single collision

The number density of target vapor was adjusted by means of the backing pressure. This backing pressure was chosen such that it was sufficiently high to record the data at a high rate, however, at the same time low enough to fulfill the single collision condition. The latter is an important restriction,
which ensures that the possibility of one projectile passing through gas target and undergoing more than one collisions is negligibly small. An approximate expression to be fulfilled for the requirement for single collision condition is given as [73]:

\[ \rho_t \cdot \sigma \cdot L_{\text{int}} \ll 1, \]  \hspace{1cm} (3.10)

where \( L_{\text{int}} \) is the beam length in the target gas, i.e. the length of the interaction zone and \( \rho_t \) is the number density of the target gas. The quantity \( \sigma \) is total interaction cross sections. In many cases, \( \sigma \) primarily describes a single process that is dominant [73].

Using the mean free path \( \lambda_t \) for the interaction of a projectile with the gas jet in the interaction zone, which yields the inverse of the product of \( \rho_t \) and \( \sigma \), the approximation 3.10 can be written as:

\[ \lambda_t \gg L_{\text{int}}. \]  \hspace{1cm} (3.11)

A typical range of total interaction cross section is on the order of \( 10^{-16} \) cm\(^2\) to \( 10^{-15} \) cm\(^2\). Taking the THF sample as an example, the total scattering cross section of THF by electron impact at its maximum around 100 eV amounted to \( 29.13 \times 10^{-16} \) cm\(^2\) according to the work of Baek et al. [53]. The number density \( \rho_t \) of THF vapor in the interaction zone at a backing pressure of 1 mbar was derived to be \( 1.3 \times 10^{14} \) cm\(^{-3}\) using the equation 3.8. This is certainly an upper limit given the questionable assumption of a cylindrical expansion of the gas. Then the mean free path length becomes \( \lambda_t = 26 \) mm, which is 26 times larger than the interaction zone length \( L_{\text{int}} = 1 \) mm, so that the experiments were performed in single collision regime.

### 3.5 Electron spectrometer — detection of the secondary electrons

Figure 3.11 shows an exterior view of the interaction chamber surrounded with three pairs of Helmholtz coils. Inside this chamber, an AR 65 electron spectrometer manufactured by Omicron GmbH was used to detect the secondary electrons produced in the collision between the primary beam and the gas jet. A detailed description of the spectrometer is given in this section.
3.5.1 Compensation of the external magnetic field

The motion of secondary electrons, especially at low kinetic energies, is strongly influenced by the magnetic fields, including the homogeneous earth’s magnetic field and the magnetic fields due to residual magnetization of components of the setup. Assuming that the magnetic field inside the analyzer is homogeneous, the secondary electrons move on a circular path and experience the central force as a combination of the electric field between the analyzer hemispheres and the Lorentz force generated by the magnetic field. For 10 eV electrons traveling through the magnetic fields of 10 µT, 30 µT and 50 µT, the maximal expected uncertainties, compared to the case without magnetic field, were found to be 6%, 22% and 36% respectively, which were estimated on the basis of the cross sections of PY by electron-impact with an incident energy of 100 eV [54].

Three orthogonal pairs of square-shaped Helmholtz coils were used to compensate the external magnetic fields. Comparing to circular Helmholtz coils, several advantages of square Helmholtz coils are given in [74], e.g. ease
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Figure 3.12 Sketch of the square-shaped Helmholtz coils system surrounding the scattering chamber.

of construction of the coils, and, relatively simple field computations. As illustrated in figure 3.12, these three pairs of coils were set up symmetrically around the scattering chamber with the axis coinciding with the primary beam direction (Z-axis), with the effusive gas jet direction (X-axis) and with the direction (Y-axis) perpendicular to beam and gas jet.

The calculation of the magnetic field produced by this system of square Helmholtz coils was carried out by a MATLAB program. In this calculation the field generated by each coil was considered separately. Taking the vertical
coil located at positive Z-axis as an example, as shown in figure 3.13, the contribution to the field $d\vec{B}$ at point $(x, y, z)$ due to a current element $d\vec{\ell}$ at one of the four line segments can be derived from the Biot-Savart law:

$$d\vec{B} = \frac{\mu_0NI}{4\pi} \frac{d\vec{\ell} \times (\vec{r} - \vec{\ell})}{|\vec{r} - \vec{\ell}|^3},$$  \hspace{1cm} (3.12)$$

where $\mu_0$ is the magnetic constant, $N$ is the number of turns on the coil and $I$ is the current through the wire. The vector $(\vec{r} - \vec{\ell})$ represents the displacement vector from the current element $\vec{\ell} = (x_\ell, y_\ell, z_\ell)$ to the point $\vec{r} = (x, y, z)$ where the magnetic field is being calculated.
In this manner the orthogonal component $B_z$ of the magnetic field in the primary beam direction is given by:

$$B_z = \frac{\mu_0 NI}{4\pi} \int_{-\frac{L}{2}}^{\frac{L}{2}} \left\{ \frac{(y + \frac{L}{2}) \, dx_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x - x_\ell)^2 + \left(y + \frac{L}{2}\right)^2]^\frac{3}{2}} + \frac{(\frac{L}{2} - y) \, dx_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x - x_\ell)^2 + \left(y - \frac{L}{2}\right)^2]^\frac{3}{2}} \right. \\
\left. + \frac{(x + \frac{L}{2}) \, dy_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x - L)^2 + (y - y_\ell)^2]^\frac{3}{2}} + \frac{(\frac{L}{2} - x) \, dy_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x + L)^2 + (y - y_\ell)^2]^\frac{3}{2}} \right\},$$

(3.13)

the component $B_x$ in the molecular gas jet direction yields:

$$B_x = \frac{\mu_0 NI}{4\pi} \int_{-\frac{L}{2}}^{\frac{L}{2}} \left\{ \frac{(z - \frac{d}{2}) \, dy_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x - L)^2 + (y - y_\ell)^2]^\frac{3}{2}} + \frac{(\frac{d}{2} - z) \, dy_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x + L)^2 + (y - y_\ell)^2]^\frac{3}{2}} \right\},$$

(3.14)

and the component $B_y$ in the direction perpendicular to primary beam and gas jet is obtained by:

$$B_y = \frac{\mu_0 NI}{4\pi} \int_{-\frac{L}{2}}^{\frac{L}{2}} \left\{ \frac{(z - \frac{d}{2}) \, dx_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x - x_\ell)^2 + \left(y - \frac{L}{2}\right)^2]^\frac{3}{2}} + \frac{(\frac{d}{2} - z) \, dx_\ell}{[\left(z - \frac{d}{2}\right)^2 + (x + x_\ell)^2 + \left(y + \frac{L}{2}\right)^2]^\frac{3}{2}} \right\},$$

(3.15)

where $L$ is the length of the coil and $d$ is the separation of the coils pair. The quantity $N$ is the number of windings at the coil and $I$ is the current flowing through the coil. These integrations over the four line segments were numerically evaluated by means of the rectangle rule. Then the total fields were obtained by superposition of all the contributions of six coils.
Figure 3.14 Variation of the magnetic field along the beam axis with (open symbols) and without (solid symbols) compensation of the external magnetic field. $B_x$ (red triangles), $B_z$ (green dots), and $B_y$ (blue squares), represent the orthogonal components of the magnetic field in the effusive gas jet direction, in the ion beam direction and in the direction perpendicular to beam and gas jet, respectively.

To minimize the non-uniformity of produced field, the coil pairs were separated at a certain distance $d$ such that the second derivative of the field vanished. This distance $d$ is defined as the Helmholtz spacing and given in [74]:

$$d_i = 0.5445 \cdot L_i.$$

where the coil pairs are indicated by their central axis in the direction of $i = x, y, z$. The dimensions of the three pairs were $L_x = 90.5\text{ cm}$, $L_z = 94.0\text{ cm}$ and $L_y = 97.5\text{ cm}$. Each coil consisted of 50 turns of copper wire with a diameter of 0.8 mm. The currents flowing through each coil pair were generated by the power source HAMEG HMP-4040 and set to about
Figure 3.15 Variation of the magnetic field inside the chamber (a) with and (b) without compensation of the external magnetic field. X-, Z- and Y-axis are the effusive gas jet direction, the ion beam direction and the direction perpendicular to beam and gas jet, respectively. Vectors with arrows represent the magnitude and the direction of local magnetic field at each position.
$I_x = 450 \text{ mA}, I_z = 200 \text{ mA} \text{ and } I_y = 30 \text{ mA}$, respectively. In this case, the magnetic field intensity in the interaction zone, i.e. in the vicinity of the origin of the coordinate, could be reduced to almost zero.

The quantitative measurements of magnetic field inside the scattering chamber were carried out by three flux gate magnetometers GEO-X produced by Projekt Elektronik GmbH. These three probes were operated simultaneously with the interface IAS-4 such that the measurements could be performed in three dimensions. The analog output signals of all connected probes were available at the same time and fed into data acquisition device USB-6009 manufactured by National Instruments, which prepared the digital signals for the further processing on the computer.

Figures 3.14 and 3.15 show the variation of the magnetic field along the beam axis and inside the scattering chamber, respectively, both with and without compensation of the external magnetic field. As a result, the residual magnetic field was below $2.0 \mu\text{T}$ over a spherical region of 0.3 m in diameter. The uncertainty of the measurements was dominated by the linearity error of the probe (about $\pm 0.2 \mu\text{T}$ when $\leq 2 \mu\text{T}$ and 1.5% otherwise).

### 3.5.2 Electron spectrometer system

The AR 65 electron spectrometer was mounted on a turntable such that it could be positioned at any angle around the symmetry axis of the experimental chamber i.e. the axis of the gas jet. A mu-metal foil sheet was placed between the top of the turntable and the electron spectrometer to shield against the local magnetic field arising due to the iron-containing bearing of the rotation stage.

Figure 3.16 shows a schematic of the complete electron spectrometer system. The spectrometer comprises three main components: an electrostatic input lens system, a hemispherical energy analyzer and three channel electron multipliers. The input lens system is composed of four element electrostatic lens. It is placed at a working distance of 29 mm from the rotation axis. Its entrance aperture with a diameter of 1 mm accepts secondary electrons within a field of view of $\pm 1^\circ$. The electrons are focused by the lens system into the hemispherical energy analyzer. The circular entrance aperture of the analyzer is 1 mm in diameter. The mean radius $R_0$ of the analyzer is 65 mm and the gap between two hemispheres is 28 mm.
Figure 3.16 Schematic of the AR 65 electron spectrometer system.
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The paths of electrons passing through a portion of an ideal spherical condenser were worked out by Purcell [75]. For an electron traveling in an orbit of the mean radius \( R_0 = (R_1 + R_2)/2 \), the focusing potential \( V_0 \) is obtained by:

\[
e V_0 = W_p \left( \frac{R_2}{R_1} - \frac{R_1}{R_2} \right),
\]

(3.17)

where \( e \) is the elementary charge and \( W_p \) is the kinetic energy of the passing electron, namely, the pass energy in terms of eV. The quantities \( R_1 \) and \( R_2 \) are the radius for the inner and outer hemispheres, respectively.

With respect to the pass energy \( W_p \) of the analyzer the inner and outer hemispheres were biased with voltages of positive \( V_1 \) and negative \( V_2 \), which are given by

\[
e V_1 = W_p \left( 2 \frac{R_0}{R_1} - 1 \right) \quad \text{and} \quad e V_2 = W_p \left( 2 \frac{R_0}{R_2} - 1 \right).
\]

(3.18)

The analyzer can be operated either in constant analyzer energy (CAE) mode or constant retard ratio (CRR) mode. In CAE mode, the pass energy is kept constant during a spectrum. In this case, the incoming electrons are retarded or accelerated by the lens voltages such that their kinetic energy matches the desired pass energy of the analyzer. On the other side, when the analyzer is operated in CRR mode, the ratio of kinetic energy \( W \) of the electrons relative to the pass energy \( W_p \) of the analyzer is kept constant throughout the scan range. This retard ratio known as the CRR value \( K_{\text{CRR}} \) is given as:

\[
K_{\text{CRR}} = \frac{W}{W_p}
\]

(3.19)

After leaving the analyzer, electrons are detected by three channel electron multipliers (channeltrons) which amplified the charge by a factor of about \( 10^8 \). The channeltrons are placed across the exit plane of the analyzer. The size of the exit slits is \( 1 \text{ mm} \times 5 \text{ mm} \). The energy offset for each channel electron multiplier due to their different positions are corrected individually by configuration of the data acquisition software with the calibration values \((1 - 0.0522) \times W_p, 1 \times W_p, (1 + 0.0524) \times W_p \) for the respective channeltron) given by the manufacturer.

The CPC 125/65M electronics by Omicron GmbH is used for operating the channeltrons in pulse counting mode. It consists of three discrete units: a power supply for biasing the channeltrons, a pulse preamplifier and an optical
receiver. The power supply unit is used to provide an operating voltage for 0–3.5 kV for the channeltrons. The preamplifier receives the output pulses of the channeltrons and additionally filters the noise. The electrical signals are converted to optical signals within the preamplifier unit and afterwards transmits to the receiver via an optical fiber. The receiver converts the optical signal to digital output pulses which are passed on to pulse-counter board installed in the computer. The optical link isolates the computer from the spectrometer and maintains the signal on a low noise level. The cables are shield with aluminum foil to decouple the signals from high frequency noise.

The voltages for the two lenses, the analyzer hemispheres and the multiplier power unit are supplied by an ECA 2000-125 spectrometer control unit which can be configured via an IEEE-488 interface from the computer. Finally, the EIS software suit (Omicron GmbH) running on the computer is used for pulse processing and recording of an electron spectrum.

### 3.5.3 Characterization of the electron spectrometer

The characterization of the spectrometer was done by means of measurements using argon as the target gas, since the reference data of argon have been available in literature for both electrons and protons as primary particles. A pressurized cylinder filled with argon of high purity (≥ 99.999%) was used as the gas source. When the gas jet was operated with argon, the pressure inside the scattering chamber was kept in the same range ($10^{-5}$ mbar) as in the case of the gas jet operated with biologically relevant molecules.

#### 3.5.3.1 Energy resolution

The energy resolution of the spectrometer was checked by measuring the argon Auger spectrum (see section 2.2.2.5, page 19) by 1550 keV protons. The electrons emitted at $90^\circ$ were recorded in the energy range between 200 eV and 210 eV in steps of 0.1 eV. These measurements were made with a CRR value of 2, resulting in a pass energy of the argon Auger electrons of about 100 eV.

The measured $L_{2,3} M_{2,3} M_{2,3}$ Auger spectrum of argon is shown in figure 3.17. The measured peak No. 1 was chosen to determine the energy resolution of the spectrometer since this peak was known as singlet without
interfering satellite transitions. A value of 1 eV for the full width at half maximum (FWHM) was obtained. According to Dahl et al. [76], this observed peak width may result from several contributions, i.e. the natural line width, the instrumental resolution and the width due to thermal Doppler broadening. The natural widths of argon $L_{2,3}M_{2,3}M_{2,3}$ Auger lines reported by Krause and Oliver [77] were found to be about 0.1 eV. The width due to the thermal Doppler broadening $\Delta E_T$ could be estimated using the equation given by Dahl et al. [76]:

$$\Delta E_T = 4 \sqrt{\frac{W_0}{M_{Ar}} \frac{m_e}{k_B T_{\text{temp}}} \ln 2}, \quad (3.20)$$
where $k_B$ is the Boltzmann’s constant and $T_{\text{temp}}$ is the temperature. The quantities $m_e$ and $M_{\text{Ar}}$ are the mass of electron and argon atom, respectively. For electrons of $W_0 = 200 \text{ eV}$ at room temperature $T_{\text{temp}} = 298 \text{ K}$, a value of $\Delta E_T = 0.028 \text{ eV}$ was obtained.

In a rough approximation, this measured 1 eV FWHM may be considered as a quadratic combination of the contributing line widths mentioned above. In this case the contribution from the natural width (about 0.1 eV) of the argon $L_{2,3}M_{2,3}M_{2,3}$ Auger lines and the estimated width of thermal Doppler broadening (<0.1 eV) were small compared with the observed 1 eV FWHM and were therefore negligible. Hence, the instrumental energy resolution of the spectrometer was estimated to be 1 eV at a pass energy about of 100 eV. Due to this limited energy resolution, the measured peaks Nos. 2 and 3 were each composed by two overlapping Auger lines, which were resolved separately in the measurements reported by Mehlhorn and Stalherm [78]. In order to represent individual Auger lines, the measured spectrum was fitted by a superposition of six Gaussians with FWHM of 1 eV.

| Initial state $\quad$ Final state $\quad$ Involved peak $\quad$ Gaussian fit (eV) $\quad$ Mehlhorn [78] (eV ± 0.25 eV) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| $L_2(2P_{1/2})$ | $M_{2,3}^2(1S)$ | No.2            | 202.92          | 203.01          |
|                 | $M_{2,3}^2(1D)$ | No.3            | 205.30          | 205.40          |
|                 | $M_{2,3}^2(3P)$ | No.3            | 206.88          | 207.03          |
| $L_3(2P_{3/2})$ | $M_{2,3}^2(1S)$ | No.1            | 200.80          | 200.87          |
|                 | $M_{2,3}^2(1D)$ | No.2            | 203.12          | 203.26          |
|                 | $M_{2,3}^2(3P)$ | No.4            | 204.83          | 204.96          |

**Table 3.2** Energy positions of argon $L_{2,3}M_{2,3}M_{2,3}$ Auger transitions.

The energy positions of those Gaussians are listed in table 3.2 and compared to the literature data reported by Mehlhorn and Stalherm [78]. This also means that the energy calibration of the electron spectrometer was accurate within the uncertainty of 1 eV. The maximal difference was found at the $L_2M_{2,3}^2(3P)$ transition and amounted to 0.15 eV, which was within
the uncertainty of ±0.25 eV in Mehlhorn and Stalherm’s measurements. To check the accuracy of the energy scale, our average value of L₂–L₃ spacing was determined as 2.12 ± 0.05 eV, which also compared fairly with the value 2.15 ± 0.01 eV of Mehlhorn and Stalherm [78]. In summary, an energy resolution of 1 eV FWHM was estimated, which is sufficient for the present measurements of DDCS.

3.5.3.2 Angular resolution

The accuracy of the angular positioning of the spectrometer was determined by measuring the elastic scattering of electrons on an argon gas jet. Based on the research of Jablonski et al. [79], the differential elastic scattering cross sections (DelCS) of argon have been parametrized in the NIST database for a wide range of primary electron energies. Here, the theoretical DelCS of argon for 100 eV electrons were considered as reference data.

![Experimental count rate of 100 eV electrons scattered elastically by argon at the scattering angle of 90° as a function of the kinetic energy.](image)

**Figure 3.18** Experimental count rate of 100 eV electrons scattered elastically by argon at the scattering angle of 90° as a function of the kinetic energy.
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In order to deliver the 100 eV electron beam, an electron gun EQ 22/35 (SPECS GmbH) with an energy width of \(\sim 0.6\) eV was mounted at the entrance of the spectrometer chamber. The electron beam was aligned by maximizing the current on the Faraday cup located at the opposite side of the spectrometer chamber. The measurements of the primary electron beam were carried out by an electrometer Keithley 617.

![Figure 3.19 Experimental (dots) and theoretical (solid line) differential elastic scattering cross sections (DelCS) of argon by 100 eV electrons. The theoretical values are obtained from the NIST data [79] convolved with a Gaussian of a width equal to the acceptance angle of 2°.](image)

For each scattering angle, the count rate of the secondary electrons in the elastic peak was recorded as a function of the kinetic energy. Figure 3.18 shows a measured spectrum of 100 eV electrons scattered elastically by argon at the scattering angle of 90° in the case of CRR model with a value of 1, i.e. no retardation. The elastic peak was dominated by the secondary electrons with energies around 100 eV. These measured spectra were converted into
absolute cross sections by applying a correction factor for the relative energy
dependence of the detection efficiency (see equation 4.12, page 67). A further
explanation of the data analysis procedure is given in section 4.2, page 64.

Our experimental DelCS of argon for 100 eV electrons are illustrated
in Figure 3.19 as a function of scattering angle from 18° to 138° in steps
of 5°. The angle of acceptance amounted to 2°, as the energy analyzer was
equipped with an entrance aperture of 1 mm in diameter at a working distance
of 29 mm. The theoretical values were obtained from the NIST data [79]
convolved with a Gaussian of a width equal to the acceptance angle of 2°. As
Figure 3.19 shows, a sharp minimum was predicted at the scattering angle
around 123° in the theoretical calculations [79] from NIST and the position
of the minimum exhibited in our measurements agrees with that of literature
data [79] within the angular resolution mentioned above.
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Measurements principle and data analysis
4.1 Overview of the experimental data

The measurements were carried out using a crossed-beam arrangement (see section 3.1, page 23) where the primary proton beam was perpendicular to an effusive gas jet target in a high-vacuum chamber. Inside the scattering chamber an hemispherical electron analyzer was mounted on a turntable such that the spectrometer could be rotated around the axis of the gas jet.

The absolute double-differential cross sections (DDCS) for ionization were derived from the energy spectra of the secondary electrons measured as a function of their kinetic energy $W$ at a given emission angle $\theta$. The energy spectra were recorded by turning the electron analyzer to the desired emission angle and repeatedly scanning the electron energy and counting the electrons registered by the channeltrons. The number of registered electrons was divided by the dwell time for each electron energy to obtain the count rate. Typically, three energy scans were performed and finally the average was taken.

While the energy spectra of the secondary electrons were measured, the current in the Faraday cup and the pressure reading of the ion gauge were recorded to monitor fluctuations in the beam current and the target density. Exceptions to this procedure were measurements for emission angles below $45^\circ$ at which the spectrometer housing was blocking the beam path to the Faraday cup. In this case, the beam current was obtained by the interpolation from the values measured before and after the scans at small angles.

For each emission angle, two secondary electron spectra were measured, namely with and without a gas flow. The latter measurement was done to determine the background in the electron energy spectra. The background spectra were measured without target gas and subtracted from the spectra measured with target gas. The background signal can be attributed to electrons emitted from the residual gas as well as from the metal surface and electronic noise in the detection system. However, the number density of the residual gas was four orders of magnitude lower than that of the gas jet so that the contribution from the residual gas could be neglected. For emission angles above $45^\circ$ the background signal was dominated by the electronic noise. In the measurements at emission angles below $45^\circ$, the background spectra showed an increase in counts due to secondary electrons produced by protons hitting the surface of the spectrometer housing.
<table>
<thead>
<tr>
<th>Sample Proton energy</th>
<th>Maximum electron energies (eV) versus emission angles</th>
</tr>
</thead>
<tbody>
<tr>
<td>15° 30° 45° 60° 75° 90° 105° 120° 135° 150°</td>
<td></td>
</tr>
<tr>
<td>PY</td>
<td>75</td>
</tr>
<tr>
<td>TMP</td>
<td>75</td>
</tr>
<tr>
<td>THF</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 4.1: Proton energies and range of secondary electron emission angles covered in the experiments.
4.1. Overview of the experimental data

Generally, the measurements were divided into two parts depending on the range of the proton energies. In the lower energy range the measurements of DDCS were accomplished at the beamline of the laboratory accelerator (see section 3.2, page 24) [80]. Primary energies of the protons were 75 keV, 105 keV and 135 keV. The spectrometer was operated in the constant retard ratio (CRR) mode, where the ratio of electron kinetic energy to analyzer pass energy is kept constant. The energy spectra were taken for electron energies from 10 eV to 200 eV in steps of 0.5 eV with a CRR value of 1 and at emission angles 15° to 135° in 15° steps. The vapor-phase of DNA structural analogues, namely, pyrimidine (PY), tetrahydrofuran (THF) and trimethyl phosphate (TMP) were used as target samples.

For the energies between 300 keV and 3000 keV, the measurements of DDCS were carried out during several beamtimes of totally three weeks (September 15–27, 2014 and March 23–27, 2015) at the beamline of the Van de Graaff accelerator [67] located at the PTB (see section 3.3, page 34). The primary proton energies were 300 keV, 420 keV, 840 keV, 1200 keV, 1550 keV, 2000 keV and 3000 keV. The detection angles ranged from 15° to 150° in steps of 15°. The electron energy was measured from 10 eV to 200 eV in steps of 2.5 eV, from 200 eV to 400 eV in steps of 10 eV and for energies above 400 eV in steps of 20 eV. The chosen value of CRR was 1 for the electrons with energy range from 10 to 200 eV. Electrons of higher kinetic energies were analyzed with larger CRR values. The transmission of the analyzer decreases with increasing CRR value. Therefore, the count rates in the energy spectra between 200 and 400 eV (CRR 2), 400 and 600 eV (CRR 3) and 600 and 800 eV (CRR 4) were scaled up according to the CRR values used in order to compensate the decrease of the transmission.

The ranges of secondary electron emission angles and energies covered in the DDCS measurements for different target samples are listed in Table 4.1. The same evaluation procedure was applied for PY, THF and TMP and will be described in section 4.2. The information provided in this chapter has been in part published in [80] and [81].
4.2 Evaluation procedure of the experimental DDCS

Generally, the absolute value of DDCS can be determined in two ways: by directly measuring the electron detection efficiency, gas density, and other experimental parameters; and, by indirectly obtaining these parameters via normalization using other collision systems and/or impact energies where absolute cross sections are available [1]. In this work, the experimental DDCS were placed on the absolute scale using normalization procedures, which are formulated in detail within this section.

4.2.1 Derivation of the measurement equation

The number of secondary electrons \( \dot{N}_s \) emitted per unit time from a length \( L_{int} \) of an ionizing particle beam trajectory into the solid angle \( \Delta \Omega \) located at angle \( \theta \) with respect to the beam direction in the energy range \( W \) to \( W + \Delta W \), is given by [2]:

\[
\dot{N}_s (W, \theta) = \dot{N}_p \rho_t L_{int} \frac{d^2 \sigma_{ion}}{dW d\Omega} \Delta W \Delta \Omega,
\]  

(4.1)

where \( \dot{N}_p \) is the rate of primary particles passing a cross-sectional area of the molecular beam and \( \rho_t \) is the number of the target particles per volume (number density). The quantity \( d^2 \sigma_{ion}/dWd\Omega \) is the DDCS of target molecules by the primary particles, which has dimensions of area per energy and per solid angle.

In the experiments, the number density of target molecules within the gas jet is non-uniform so that the rate of production of secondary electrons is varying over the interaction zone where the primary particle beam and the target gas jet overlap. Electrons emitted from the interaction zone, covered by the entrance aperture of the spectrometer located at angle \( \theta \) with respect to the primary beam direction, are detected with a detection efficiency \( \eta(W) \). The count rate of detected electrons originating from collisions of primary particles with gas jet molecules is given by:

\[
\dot{N}_{det,s} (W, \theta) = \dot{N}_p \dot{N}_g n_{g,p}(\theta) \eta(W) \times \frac{d^2 \sigma_{ion}}{dW d\Omega} \Delta W \Delta \Omega,
\]  

(4.2)

where \( \dot{N}_g \) is the rate of gas molecules emitted from the nozzle, \( n_{g,p}(\theta) \) is the effective number of target molecules per area in the projectile beam direction divided by the rate of target molecules ejected from the nozzle, and \( \eta(W) \) is the detection efficiency of the spectrometer for electrons of energy \( W \).
The rate of passing primary particles $\dot{N}_p$ can be obtained from the beam current $I_{FC}$ measured with the Faraday cup as follows:

$$\dot{N}_p = \frac{I_{FC}}{qek_I}, \quad (4.3)$$

where $q$ and $e$ are the charge number of the primary particles and the elementary charge, respectively. The quantity $k_I$ is the collection efficiency of the Faraday cup.

The rate of gas molecules emitted from the nozzle can be related to the pressure $p_g$, measured by the ion gauge in the spectrometer vacuum chamber in the presence of the gas jet, via the ideal gas law

$$\dot{N}_g = \frac{p_g S_{pump} k_p^{(g)} k^{(g)} V}{k_B T_g} \eta(W) \Delta W \Delta \Omega,$$

$$\dot{N}_{det}^{(g)}(W, \theta) = \left( \frac{S_{pump}}{qek_I k_B} I_p^{(g)} \frac{p_g}{T_g} k_p^{(g)} k^{(g)} n_{g,p}(\theta) \eta(W) \times \frac{d^2 \sigma_{ion}}{dW d\Omega} \Delta W \Delta \Omega \right)$$

$$+ \frac{I_p^{(g)}}{qek_I} \beta(W) \eta(W), \quad (4.5)$$

where $\beta(W)$ is the number of background electrons per incident primary particle that enters the spectrometer aperture within the angular range of acceptance.
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When the gas jet is turned off, the corresponding measurement equation for the count rate is

\[
\dot{N}_{\text{det}}^{(b)}(W, \theta) = \frac{I_p^{(b)}}{qek_I} \beta(W) \eta(W),
\]

(4.6)

where \( \dot{N}_{\text{det}}^{(b)}(W, \theta) \) is the background count rate and \( I_p^{(b)} \) is the beam current in the background measurements.

Inserting equation 4.6, it is convenient to rewrite equation 4.5 in the following form:

\[
\dot{N}_{\text{det}}^{(g)}(W, \theta) = \left( C \times I_p^{(g)} \frac{P_g}{T_g} k_p^{(g)} k_V^{(g)} n_{g,p}(\theta) \eta(W) \times \frac{d^2 \sigma_{\text{ion}}}{dWd\Omega} \Delta W \Delta \Omega \right)
\]

\[+ \frac{I_p^{(g)} \dot{N}_{\text{det}}^{(b)}(W, \theta)}{I_p^{(b)}}, \]

(4.7)

where \( C \) is a constant during our measurements and is independent of the charge of the primary particle (protons or electrons) and gas types:

\[
C = \frac{\dot{S}_{\text{pump}}}{qek_I k_B}. \quad (4.8)
\]

Two secondary electron spectra were recorded as a function of electron energy \( W \) for each emission angle \( \theta \) with and without the gas jet in operation. For the data analysis, it was assumed that the yield of background events per incident primary particle remains the same in both spectra.

According to equation 4.7, the ratio of the detected count rate with the gas jet \( \dot{N}_{\text{det}}^{(g)}(W, \theta) \) to the respective beam current \( I_p^{(g)} \) less that of the background count rate \( \dot{N}_{\text{det}}^{(b)}(W, \theta) \) to \( I_p^{(b)} \) is proportional to the double-differential cross section \( \frac{d^2 \sigma_{\text{ion}}^{(p)}}{dWd\Omega} \) for ionization of target gas by protons:

\[
\frac{\dot{N}_{\text{det}}^{(g)}(W, \theta)}{I_p^{(g)}} - \frac{\dot{N}_{\text{det}}^{(b)}(W, \theta)}{I_p^{(b)}} = C \frac{P_g}{T_g} k_p^{(g)} k_V^{(g)} n_{g,p}(\theta) \eta(W)
\]

\[\times \frac{d^2 \sigma_{\text{ion}}^{(p)}}{dWd\Omega} \Delta W \Delta \Omega. \quad (4.9)
\]

Essentially, this equation 4.9 describes the measurements in experiments of proton collision with target gas.
4.2.2 Correction for the energy dependence of the detection efficiency

The relative energy dependence of the detection efficiency \( \eta(W) \) of the spectrometer was determined by comparing secondary electron spectra measured for THF with our spectrometer to previously reported cross section data for ionization of 400 eV electrons on THF [22, 53]. These measurements were performed as an electron collision experiment on THF. The electron beam was delivered by the same electron gun used for the characterization of the electron spectrometer (see section 3.5.3.2, page 56). The target number density was chosen similar to the proton collision experiments by adjusting the gas supply for the THF gas jet such that the pressure inside the scattering chamber was kept at \( 10^{-5} \) mbar. The measurement sequence was the same as in the case of proton collision experiments (see section 4.2.1, page 64).

The relation between the DDCS for electron impact and the measured quantities is given by:

\[
\frac{\dot{N}^{(g,e)}_{\text{det}}(W,\theta)}{I_{e}^{(g)}} - \frac{\dot{N}^{(b,e)}_{\text{det}}(W,\theta)}{I_{e}^{(b)}} = C \frac{p_{g,e}}{T_{g,e}} k_{p}^{(g)} k_{V}^{(g)} n_{g,e}(\theta) \eta(W) \times \frac{d^{2} \sigma_{\text{ion}}^{(e)}}{dWd\Omega} \Delta W \Delta \Omega, \tag{4.10}
\]

where the meaning of the symbols is analogous to those in equation 4.9. The measured energy spectra at each angle were corrected for variation of detection efficiency with electron energy and subsequently normalized to the absolute differential cross sections reported by Bug [22] at each angle. In this way, a correction factor \( k_{\eta}(W,\theta) \) is obtained by

\[
k_{\eta}(W,\theta) = \frac{p_{g,e}}{T_{g,e}} \times \frac{d^{2} \sigma_{\text{ion}}^{(e)}}{dWd\Omega} \times \left( \frac{\dot{N}^{(g,e)}_{\text{det}}(W,\theta)}{I_{e}^{(g)}} - \frac{\dot{N}^{(b,e)}_{\text{det}}(W,\theta)}{I_{e}^{(b)}} \right)^{-1}. \tag{4.11}
\]

Using equation 4.10 this correction factor for the relative energy dependence of the detection efficiency \( \eta(W) \) can be rewritten in

\[
k_{\eta}(W,\theta) = \frac{1}{C k_{p}^{(g)} k_{V}^{(g)} \Delta W \Delta \Omega n_{g,e}(\theta) \eta(W)}. \tag{4.12}
\]
4.2.3 Correction for the beam profile and alignment

Solving equation 4.9 for the DDCS of the respective target gas for ionization by protons and using equation 4.12 gives:

\[
d^2 \sigma^{(p)}_{\text{ion}} \frac{dW}{d\Omega} = \left( \frac{\dot{N}_{\text{det}}^{(g)}(W, \theta)}{I_p^{(g)}} - \frac{\dot{N}_{\text{det}}^{(b)}(W, \theta)}{I_p^{(b)}} \right) \frac{T_{g,p}}{P_{g,p}} k_\eta(W, \theta) \times \frac{n_{g,e}(\theta)}{n_{g,p}(\theta)}. \tag{4.13}
\]

The ratio \( n_{g,e}(\theta)/n_{g,p}(\theta) \) is defined as a correction factor \( k_n(\theta) \) taking into account that the beam profile and alignment in the electron measurements may be different from the case of the measurements with protons:

\[
k_n(\theta) = \frac{n_{g,e}(\theta)}{n_{g,p}(\theta)}. \tag{4.14}
\]

The correction factor \( k_n(\theta) \) defined in equation 4.14 was derived using the measured secondary electron spectra after proton impact on argon for a subset of proton beam energies and emission angles covered in the literature data published by Rudd et al. \[82\]. The measurements were done in the same way as described in section 4.2.1. In these experiments of argon, the measurement equation is given by:

\[
\frac{\dot{N}_{\text{det},Ar}^{(g)}(W, \theta)}{I_{p,Ar}^{(g)}} - \frac{\dot{N}_{\text{det},Ar}^{(b)}(W, \theta)}{I_{p,Ar}^{(b)}} = \frac{C_p}{T_{g,Ar}} k_p^{(Ar)} k_V^{(Ar)} n_{Ar,p}(\theta) \eta(W)
\times \frac{d^2 \sigma^{(p)}_{\text{ion,Ar}}}{dWd\Omega} \Delta W \Delta \Omega, \tag{4.15}
\]

where the meaning of the symbols is analogous to those in equation 4.9. For those emission angles, proton and secondary electron energies where literature data were available \[82\], a normalization factor could be defined by:

\[
f_N(\theta) = (k_\eta(W, \theta))^{-1} \frac{p_{g,Ar}}{T_{g,Ar}} \frac{q^2 \sigma_{\text{ion,Ar}}^{(p)}}{dWd\Omega} \times \left( \frac{\dot{N}_{\text{det},Ar}^{(g)}(W, \theta)}{I_{p,Ar}^{(g)}} - \frac{\dot{N}_{\text{det},Ar}^{(b)}(W, \theta)}{I_{p,Ar}^{(b)}} \right)^{-1}. \tag{4.16}
\]
Using equations 4.14 and 4.15, this normalization factor is equivalent to

\[
f_N(\theta) = \frac{k_p^{(g)}}{k_p^{(Ar)}} \frac{k_V^{(g)}}{k_V^{(Ar)}} \frac{n_{g,p}(\theta)}{n_{Ar,p}(\theta)} k_n(\theta).
\] (4.17)

Variations of the overlap integral between proton beam and gas jet as described by \( n_{g,p}(\theta) \) and \( n_{Ar,p}(\theta) \) are expected to be negligible in comparison of other sources of uncertainty. Therefore, the correction factor \( k_n(\theta) \) defined in equation 4.14 can be obtained as:

\[
k_n(\theta) = f_N(\theta) \frac{k_p^{(Ar)}}{k_p^{(g)}} \frac{k_V^{(Ar)}}{k_V^{(g)}}.
\] (4.18)

**Figure 4.1** The pressure readings of the ion gauge for THF versus those for argon using the same reading of the Baratron as reference value. A linear regression (solid line) of the data was performed where the slope amounted to be \( 0.24 \pm 0.02 \).
To determine the influence of the different pumping speeds, flow characteristics and ion gauge (calibrated for nitrogen) sensitivities of argon and target gas, an additional pressure measurement in the gas reservoir was performed by using a capacitance manometer (Baratron) whose reading is known to be independent of the gas type. As shown in figure 4.1, the readings of the ion gauge for THF were plotted against those for argon which corresponded to the same reading of the Baratron as obtained for THF. In this case, the ratio \( k_{p}^{(Ar)} k_{V}^{(Ar)} / k_{p}^{(THF)} k_{V}^{(THF)} \) = 0.24 ± 0.02 was determined by linear regression. Then the DDCS of target gas can be calculated from equation 4.13 using the correction factors \( k_{\eta}(W, \theta) \) for the detection efficiency as well as \( k_{n}(\theta) \) for the different beam profile and alignment.

The same normalization procedure was used for PY and TMP. Further experimental data sets of DDCS for different targets will be detailed in chapter 6 according to the incident proton energies.

### 4.2.4 Correction for the low-energy secondary electron detection

For protons of energies between 300 keV and 3000 keV and secondary electron energies below 50 eV, the procedure described previously showed a contribution of electrons created by protons hitting the metal surface of the spectrometer, especially at small incident angles. Unfortunately, the contribution of such electrons was apparent only after the data analysis and the beamtime could not be repeated due to limited availability of the accelerator facility. To solve this problem, the measured DDCS for the energies below 50 eV were extrapolated from the values at higher energies by using the same relative energy dependence as for argon data from the literature [82].

Figure 4.2 shows the experimental cross sections of THF for 2000 keV protons derived from equation 4.13 as a function of the secondary electron energy for a sequence of emission angles from 15° to 135° in steps of 15°. The relative energy dependence of argon was determined by means of polynomial regression up to the fifth degree. However, it was not possible to apply this correction procedure for the data at the emission angle of 150° because the argon literature data [82] did not cover such large emission angles.
Figure 4.2 Uncorrected (blue dots) and corrected (black dots) experimental double-differential cross sections (DDCS) for ionization of THF by 2000 keV protons. The method used for the correction is explained in the text. The data are shown as a function of secondary electron energy for a sequence of emission angles from 15° to 135° in steps of 15°.
4.2.5 Parameterization of the experimental DDCS

The parameterization of the experimental DDCS is based on the previous work of Bug [22]. Since measurements at angles below 15° and above 150° are not feasible, an analytical description for the DDCS is required for an extrapolation of the experimental DDCS to 0° and 180°. This was achieved by fitting the measured data as a function of the polar emission angle $\theta$ for each secondary electron energy $W$. A formula for this model function was developed based on the motivation given by Rudd [83]. In his work, it was noted that the angular distribution of DDCS is usually dominated by the binary-encounter peak, which could be represented by a Lorentzian in the cosine of the angle $\theta$. The equation of our model function is given as a superposition of three Lorentzian functions

$$
\frac{d^2\sigma_{\text{mod}}}{dWd\Omega} = a_1 \left[ \frac{1}{1 + \left( \frac{\cos \theta + a_3}{a_3} \right)^2} + \frac{a_4}{1 + b_1 \left( \frac{\cos \theta + b_2}{b_2} \right)^2} + \frac{a_5}{1 + \left( \frac{\cos \theta + b_4}{b_4} \right)^2} \right],
$$

where the first Lorentzian term was used to reproduce the binary peak occurring at emission angles between 45° and 90°, while the second and third terms were used to fit the rise or the plateau in the cross section noted at forward and backward directions, respectively. Here, least-squares fitting was applied to retrieve the optimum parameters $a_p$ with index $p = 1–5$ for the model function to the experimental data. The parameters $b_q$ with index $q = 1–5$ given in table 4.2 were used to adjust the function manually. It is worth to note that the experimental data for secondary electron energies between 200 eV and 400 eV were omitted due to the Auger peaks appearing in this region.

Figure 4.3 shows the DDCS model functions of several data sets as a function of the emission angle $\theta$. The first Lorentzian term in equation 4.19, describing the angular region of the binary-encounter peak (see section 2.2.2.2, page 17), is shown as dashed line. Generally, the region of the binary-encounter peak for emission angles $\theta$ between 45° and 90° is well reproduced by the model functions among all data sets. The increase of the experimental data at small emission angles $\theta$ of 15° and 30° are also
### 4.3 Determination of the SDCS and TICS

The determination of the single-differential cross sections (SDCS) for ionization were based on experimental DDCS evaluated in section 4.2. Two different procedures were applied depending on the energy range of the secondary electrons. Due to the limited energy range of secondary electrons covered in the measurements, the experimental SDCS were obtained from 10 eV to 200 eV and from 10 eV to 400 eV for protons with energies below 200 eV.

#### Table 4.2 Fitting parameters $b_q$ used in the DDCS model function.

<table>
<thead>
<tr>
<th>Proton energy $(\text{keV})$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$b_4$</th>
<th>$b_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$75, 105, 135$</td>
<td>1</td>
<td>-1</td>
<td>0.2</td>
<td>0.2</td>
<td>1.3</td>
</tr>
<tr>
<td>$300$</td>
<td>1</td>
<td>-0.45</td>
<td>0.6</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$420$</td>
<td>1</td>
<td>-0.45</td>
<td>0.6</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$840, 1200$</td>
<td>1</td>
<td>-1</td>
<td>0.7</td>
<td>0.4</td>
<td>1.3</td>
</tr>
<tr>
<td>$1550$</td>
<td>1</td>
<td>-1</td>
<td>0.7</td>
<td>0.4</td>
<td>1.3</td>
</tr>
<tr>
<td>$2000, 3000$</td>
<td>1</td>
<td>-1</td>
<td>0.7</td>
<td>0.4</td>
<td>1.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proton energy $(\text{keV})$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$b_4$</th>
<th>$b_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$75, 105, 135$</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$300$</td>
<td>1</td>
<td>-0.45</td>
<td>0.6</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$420$</td>
<td>1</td>
<td>-0.45</td>
<td>0.8</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$840, 1200$</td>
<td>1</td>
<td>-1</td>
<td>0.3</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$1550$</td>
<td>1</td>
<td>-1</td>
<td>0.1</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$2000, 3000$</td>
<td>0</td>
<td>n/a</td>
<td>n/a</td>
<td>0.3</td>
<td>1.3</td>
</tr>
</tbody>
</table>

well described by the second Lorentzian term in equation 4.19. For large emission angles $\theta \geq 105^\circ$, the model function provides an interpolation of the measured data, which are subject to low count rates particularly for high proton and electron energies (see figure 4.3 for $T_p = 2000$ keV, $W = 400$ eV).
equation 4.19 describes the angular region of the binary-encounter peak.

Figure 4.3: Model functions (solid line) of the double-differential cross sections (DDCS) for ionization of THF at different proton energy and secondary electron energy. Experimental data (symbols) are shown as a function of the emission angle from 15° to 135° or to 150° in steps of 15°. The dashed line corresponds to the first Lorentzian term in equation 4.19.
4.3. Determination of the SDCS and TICS

1550 keV and above 2000 keV, respectively. For electron energies below 200 eV, the SDCS were obtained from the determined DDCS according to equation 4.19. The integration of DDCS model functions over the emission angles yielding the SDCS \( \frac{d\sigma}{dW} \) \[ \frac{d\sigma}{dW} = \int \frac{d^2\sigma_{\text{mod}}}{dW d\Omega} d\Omega = 2\pi \int_0^\pi \frac{d^2\sigma_{\text{mod}}}{dW d\Omega} \sin \theta d\theta. \] (4.20)

However, as previously mentioned, the DDCS between 200 eV and 400 eV were omitted in the parametrization due to the contribution from Auger electrons. For the sake of the completeness of the data, the SDCS in this energy range were also determined directly from the experimental DDCS using the trapezoidal rule:

\[
\frac{d\sigma}{dW} = 2\pi \frac{1}{12} \sum_{k=1}^{12} \left[ (\theta_{k+1} - \theta_k) \right. \left. \left( \sin \theta_k \frac{d^2\sigma_{\text{exp}}}{dW d\Omega} \bigg|_k + \sin \theta_{k+1} \frac{d^2\sigma_{\text{exp}}}{dW d\Omega} \bigg|_{k+1} \right) \right],
\] (4.21)

where \( \theta_k \) with \( k = 1-12 \) are a sequence of emission angles \( \theta \) from 0° to 165° in steps of 15°, which indicates that \( \theta_{k+1} - \theta_k = 15^\circ \). Then equation 4.21 can be rewritten as:

\[
\frac{d\sigma}{dW} = \pi \frac{1}{12} \sum_{k=1}^{12} \left[ \sin \theta_k \frac{d^2\sigma_{\text{exp}}}{dW d\Omega} \bigg|_k + \sin \theta_{k+1} \frac{d^2\sigma_{\text{exp}}}{dW d\Omega} \bigg|_{k+1} \right],
\] (4.22)

where, as an approximation, the experimental DDCS were assumed to be flat at forward (below 15°) as well as backward directions (above 150°).

The total cross sections for ionization (TICS) were calculated by integrating the SDCS over the range of secondary electron energies using the following expression [2]:

\[
\sigma_{\text{ion}} = \int_0^{W_{\text{max}}} \frac{d\sigma_{\text{ion}}}{dW} dW.
\] (4.23)

Particularly the energy \( W_{\text{max}} = 200 \text{ eV} \) was used as the upper limit owing to the rapid decrease of the SDCS at higher electron energies. The SDCS at these energies give only a negligible contribution to the TICS. The integral was calculated with the trapezoidal rule in a step size of 1 eV. In this
calculation, the SDCS below 10 eV were assumed to have the same value as at 10 eV, which is justified by the expected plateau at low electron energies, that was predicted by the theory and experimentally observed for argon in this proton energy range [82]. The results of SDCS and TICS will be presented in chapter 6.

4.4 Discussion of the experimental uncertainty

The uncertainties in the measurements come from several sources. One source could be attributed to the residual magnetic field inside the chamber, which may affect the path of secondary electrons with very low kinetic energies. Assuming a homogeneous magnetic field of 10 µT inside the analyzer, an uncertainty of 6% was found for electrons with a kinetic energy of 10 eV [54]. However, for localized inhomogeneous fields such as those observed around the rotation stage, it is difficult to estimate their effect. Therefore, the measured data below 10 eV were excluded.

An additional source could arise from the inaccuracy of charge collection of the Faraday cup. This inaccuracy arose due to escaping electrons and was estimated using the measurement results reported by Grusell et al. [84] and it amounts to about 4%. The standard deviations for current and pressure fluctuations were mostly below 1%. Uncertainties arising from reading inaccuracies of the electrometer and pressure sensor, and from the uncertainty in the detector efficiency and transmission are included in the uncertainty of the angle and energy dependent normalization factor, that amounts to about 25% [53]. Similarly, the dominant contribution to the uncertainty of the gas-dependent sensitivity factor for the ion gauges is given by the uncertainty of the absolute elastic cross sections, which is 13% [53]. Another source is due to the statistical uncertainty in count rate measurements. For protons of energies between 75 keV and 135 keV the statistical uncertainty ranges from 0.9% to 17.7% depending on the electron energy and emission angle. For protons of energies between 300 keV and 3000 keV, it amounts to be <10% and 10%–50% for electron energies below and above 600 eV, respectively. The larger uncertainties at higher electron energies are due to the poor statistics stemming from a lower ionization cross section and smaller spectrometer transmissions caused by the use of higher CRR values of up to 4.
Uncertainties may also arise from the non-uniformity of the ionizing particle beam in the interaction zone. A variation of the beam profile might affect the count numbers of electrons. At the beamline of the laboratory accelerator (see section 3.2, page 24), the proton beam was optimized on maximum current and centered by apertures that were optically aligned to the beamline axis. The proton beam size was also monitored by phosphor screen. The diameter was about 1.5 mm at reduced beam current as required to produce a structured profile on the screens. At full current, however, the proton beam spot appeared up to three times larger. Electron spectra were taken with the proton beam deflected to several positions to estimate the sensitivity of the count rate to the beam position. Indeed, the count rate dropped at small deflections already and vanished when the beam was more than 1 mm down or off the spectrometer compared to its optimal position. Thus, the sub-millimeter shift of the 105 keV compared to the 75 keV beam position may have led to a 50% lower count rate; this uncertainty is not included in above uncertainties, because the available equipment did not allow a proper quantification at the time of measurement. At the beamline of PIAF (see section 3.3, page 34), the Van de Graaff accelerator can provide an comparable stability of the beam profile due to its higher incident energies and a longer focusing distance.

The measurement quantities were not correlated, so that the standard uncertainty of the DDCS was determined according to the law of propagation of all contributing uncertainties. The combined relative uncertainty of the DDCS is about 30% for electron energies below 600 eV, but then increases up to 60% due to the low statistic for electron energies above 600 eV. Integration of cross sections over angle or energy involves additional uncertainties but also some averaging. It is unlikely that there is more than about 5% uncertainty introduced by the integration.
Chapter 5

Theoretical treatments
5.1 Introduction

Experimental cross section data obtained in this work are compared with several theoretical methods, which are briefly introduced in this chapter. The development of these theoretical models have been reported in detail previously [1, 18, 23–25, 27]. Part of these theoretical data for the sample targets (PY, THF and TMP) investigated in this work and published in [80] and [81] have been calculated by C. Champion and P. de Vera within the framework of ad hoc international cooperations. The argumentation given in the articles [1, 18, 23–25, 80, 81] are followed in this chapter. The original symbols are also mostly kept to provide a straightforward relation to the aforementioned articles.

For several decades, various theoretical methods have been developed to investigate the fundamental process of electron emission from atoms or molecules induced by charged particle impact. Generally, these methods fall into two different categories, the classical and the quantum-mechanical treatment. The first attempt to formulate the electron production generated from ion-atom collision was made by Rutherford [3] at the beginning of last century. In his fundamental work, an analytical i.e. the original Rutherford equation (see section 5.2, page 83), was given for a two-body problem under the assumption that the target electron is free and at rest. Based on this formalism, Gryziński [4, 85, 86, 87] introduced a classical theory called the binary-encounter approximation (BEA) to describe the two-body process as a binary collision where the projectile interacts with a moving electron. Later, this BEA model was extended by Abrines and Percival [5, 88] for considering more realistic three-body interactions. This treatment, known as classical trajectory Monte Carlo (CTMC) method, has included the interactions of an electron with both the projectile and target nucleus.

On the other side, quantum mechanics has been proven as a powerful tool to investigate electron emission mechanisms from the ion-atom collision. As Rudd et al. [18] summarized in a review article, two types of the quantum mechanical treatments, depending on the intensity of the interaction between the target electron and the incoming and outgoing projectiles, are quite important for describing atomic or molecular ionization:

(i) the electron-target interaction is strong whereas the electron-projectile interaction is weak,
(ii) and both, electron-target and electron-projectile, are strong interac-
tions.

In view of the center concept (see section 2.2.2.1, page 15) introduced
by Stolterfoht et al. [1], treatments of type (i) are usually applied in the
zero or single-center case where the ejected electron and the projectile differ
significantly in their velocities or outgoing directions. Treatments of type (ii)
is necessary for a consideration of specific two-center phenomena, such as the
ECC process (see section 2.2.2.4, page 19), where the outgoing electron and
projectile are leaving at similar velocities and directions after the collision.

One of the popular treatment of type (i) is called the first Born (B1)
approximation (see section 5.3, page 86), which considers only a weak
perturbation of the target potential by the incoming projectile. A more
appropriate method of type (ii) is the continuum distorted wave (CDW)
method [7, 8], which has been successful in its treatment of two-center effects.

For calculation of TICS, a limitation of CDW approximation is still found
in the energy range, where the incident velocity of the projectile matches
the classical Bohr velocity of the electron in the target orbit. To solve
this problem, a modified version of CDW was proposed by Crothers and
McCann [9], using an eikonal approximation to represent the initial state.
This improved calculation is called continuum distorted wave-eikonal initial
state (CDW-EIS) approximation.

Electron emission processes as well as total, single-differential, and
double-differential ionization cross sections of diverse atomic or simple
molecular targets for ion impact have been summarized in several reviews [1,
2, 18, 89]. Recently, the focus shifted to more complex, biologically relevant
molecules. Since water is commonly used as a default medium to describe
living tissue, several review articles of the experimental and theoretical works
of ion-induced ionization have recently been given by Bernal-Rodriguez et al.
[90] and Champion et al. [27] for liquid and vapor water, respectively. Several
existing theoretical models have also been used to calculate ionization cross
sections of complex biological molecules like DNA or RNA constituents. For
example, the simple BEA model [91] yields reasonable accuracy for atoms
or small molecules, but differs for large molecules. Regarding other more
sophisticated models, such as the CDW-EIS or CTMC method, Champion
et al. [92] have studied TICS of nucleobases and found a very good agreement
between the both models at high enough impact velocities. However, their applications to large biological molecules require complex and expensive computational efforts.

Generally, the perturbative B1 approximation is an effective quantum mechanic method for a wide range of radiological applications [27], benefiting from its simplicity and traceability. Several variants based on the B1 approximation have been successfully employed for treating ionization processes in many atomic and molecular target systems including nucleobases, which are the subject of section 5.3. For comparison, simple calculations of SDCS using the classical model, here limited to the Rutherford formula, are also included in section 5.2.

5.2 Classical treatment — the Rutherford formula

The simplest approach to determine the ionization cross section for the collision of a charged particle is provided by the Rutherford formula. Assuming that all the energy transfer is given to the kinetic energy of the ejected electron, as would be the case of a free electron initially at rest, the cross section, differential in electron energy, is given by Rutherford [18] as a simple expression:

\[
\frac{d\sigma_R}{dW} = \frac{4\pi a_0^2 Z_p^2}{T} \left( \frac{E_R}{W} \right)^2,
\]

(5.1)

where \(a_0\) is the Bohr radius, \(Z_p\) is the nuclear charge of the projectile, \(E_R\) is the Rydberg energy, \(W\) is the kinetic energy of the target electron after the collision, \(T = (T_p m_e)/M_p\) is the kinetic energy of an electron of mass \(m_e\) moving with the velocity same as the incident particle with kinetic energy \(T_p\) and mass \(M_p\).

Considering the case of a bound atomic electron, which is initially not at rest, a part of the energy transfer \(Q\) is required to overcome the binding energy \(B\) and the remainder is given to the kinetic energy \(W\) of the ejected electron. Consequently, according to [18], equation 5.1 can be rewritten as:

\[
\frac{d\sigma_R}{dW} = \frac{4\pi a_0^2 Z_p^2}{T} \left( \frac{E_R}{Q} \right)^2 = \frac{4\pi a_0^2 Z_p^2}{T} \left( \frac{E_R}{B + W} \right)^2,
\]

(5.2)

which indicates that for \(W \gg B\) the cross section approaches the result of equation 5.1 and follows approximately an \(W^{-2}\) law.
As the Rutherford formula is obtained from classical mechanics, it generally underestimates the cross section for the production of low-energy electrons from soft-collisions (see section 2.2.2.3, page 18), for which a quantum-mechanical description is essential. To achieve agreement with the Born approximation [6], Stolterfoht et al. [1] modified equation 5.2 by introducing a semi-empirical term $c_S$:

$$\frac{d\sigma_S}{dW} = \frac{4\pi a_0^2 Z_p^2}{T} \left( \frac{E_R}{c_S B + W} \right)^2,$$

with

$$c_S = \left[ \ln \left( \frac{2T}{B} \right) \right]^{-\frac{1}{2}}.$$

Finally, the TICS is obtained from equation 5.3 integrated over $W$, as given by Stolterfoht et al. [1], yielding

$$\sigma_S = \frac{4\pi a_0^2 Z_p^2 E_R^2}{TB} \left( \ln \frac{2T}{B} \right)^{\frac{1}{2}}.$$

For a target molecule with shell structure, equations 5.2 through 5.5 have to be expanded by summing the cross sections for each target electron with binding energy $B_i$ for $i$-th subshell. In this work, the binding energies for PY, THF and TMP (table 5.1) were calculated by means of the restricted Hartree-Fock (RHF) method in GAMESS [93] with the 6-311G basis set [22]. The number of molecular orbitals used in the target description were 21, 20 and 37 for PY, THF and TMP, respectively. Because orbital energies calculated by the RHF method are often higher than the ground state energies [94], the binding energies of the highest occupied molecular orbital were substituted by the experimental values of the ionization threshold determined by Kishimoto and Ohno [95], by Mayer et al. [71], by Tasaki et al. [96], for PY, THF and TMP respectively.

SDCS and TICS were calculated using Rutherford formula for the proton energy range below 300 keV (see table 5.2, page 87). For higher proton energies, the Rutherford formula is expected to fail in describing the measured data, as the energy range of secondary electrons covered in the experiment was only limited to relatively low energy transfers.
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<table>
<thead>
<tr>
<th>Subshell</th>
<th>Binding energies $B_i$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PY</td>
</tr>
<tr>
<td>1</td>
<td>423.44</td>
</tr>
<tr>
<td>2</td>
<td>423.44</td>
</tr>
<tr>
<td>3</td>
<td>307.52</td>
</tr>
<tr>
<td>4</td>
<td>307.09</td>
</tr>
<tr>
<td>5</td>
<td>307.09</td>
</tr>
<tr>
<td>6</td>
<td>305.92</td>
</tr>
<tr>
<td>7</td>
<td>36.57</td>
</tr>
<tr>
<td>8</td>
<td>33.02</td>
</tr>
<tr>
<td>9</td>
<td>29.75</td>
</tr>
<tr>
<td>10</td>
<td>24.64</td>
</tr>
<tr>
<td>11</td>
<td>24.55</td>
</tr>
<tr>
<td>12</td>
<td>20.52</td>
</tr>
<tr>
<td>13</td>
<td>19.37</td>
</tr>
<tr>
<td>14</td>
<td>17.98</td>
</tr>
<tr>
<td>15</td>
<td>16.53</td>
</tr>
<tr>
<td>16</td>
<td>16.27</td>
</tr>
<tr>
<td>17</td>
<td>15.96</td>
</tr>
<tr>
<td>18</td>
<td>12.58</td>
</tr>
<tr>
<td>19</td>
<td>11.54</td>
</tr>
<tr>
<td>20</td>
<td>10.96</td>
</tr>
<tr>
<td>21</td>
<td>9.73</td>
</tr>
<tr>
<td>22</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1 Binding energies $B_i$ of $i$-th subshell electrons in PY, THF and TMP. These data are taken from the work of Bug [22] and used for the Rutherford formula and the HKS model.
5.3 Quantum-mechanical treatment — the first Born approximation

A weak electron-projectile interaction can be treated perturbatively [18]. Based on this approach, Bethe [6] performed a pioneering work to describe the electron emission from ion-atom collisions using the first Born (B1) approximation, which is a first order perturbation theory. Within this perturbative approach, the initial and final states of the incident particle are expressed as plane waves [1], while the target electrons can be described using an appropriate wave function [2]. However, the strong interaction of the electron with the target nucleus is fully taken into account [1]. Therefore, the B1 approximation describes essentially the electron emission from the single center formed by the target nucleus and, hence, is associated with target-center case [1] (see section 2.2.2.1, page 15).

The B1 approximation is applicable for prediction of soft-collision electrons, which are mainly deflected by the target nucleus [1]. It should be noted that for bare projectiles the B1 approximation is sufficient for describing the binary-encounter process, despite the strong electron-projectile interaction in the initial state. This is due to the fact that the calculation considering the perturbation yields the same result as obtained for the two-body Coulomb problem [1]. Accordingly, the B1 approximation is excepted to yield accurate results for SDCS, which are primarily determined by the electron emission mechanism of the binary-encounter process and soft collision.

The simplest version of the B1 approximation can be obtained if a plane wave is used for describing the outgoing electron, whose interaction with the target nucleus is completely ignored in this case. It is denoted as the fully plane wave Born approximation (PWBA). Note that the PWBA, which contains neither a projectile nor a target center, is commonly referred as zero-center case [1] (see section 2.2.2.1, page 15). Due to its computationally simplicity, the PWBA is most frequently used through the literature [12, 97, 98].

The theoretical methods discussed in this section have been performed within the B1 approximation. As comparison, cross sections were calculated for the entire proton energy range by means of the well-known Hansen-
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The Kocbach-Stolterfoht (HKS) model [23], which is a variant of the PWBA. The calculations using the HKS model and Rutherford formula were accomplished with own developed C++ code. For proton energies above 300 keV, the ionization cross sections of THF [81] have been derived by de Vera et al. [24, 25] using a recently reported semi-empirical model, in which the target is described by the dielectric response function (DRF). However, this method (denoted hereafter by DRF) is not suited for lower proton energies. Thus, Champion et al. have applied a boundary-corrected first Born approximation (CB1) for the investigation of ionization cross sections of PY, THF and TMP by proton impact of 75 keV, 105 keV and 135 keV [80]. In table 5.2, the calculations performed by the above mentioned methods are specified according to the range of proton energies.

<table>
<thead>
<tr>
<th>Data set</th>
<th>$T_p &lt; 300$ keV</th>
<th>$T_p \geq 300$ keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDCS</td>
<td>CB1 and HKS</td>
<td>HKS and DRF</td>
</tr>
<tr>
<td>SDCS</td>
<td>CB1, HKS and Rutherford</td>
<td>HKS and DRF</td>
</tr>
<tr>
<td>TICS</td>
<td>CB1, HKS and Rutherford</td>
<td>CB1, HKS and DRF</td>
</tr>
</tbody>
</table>

Table 5.2 Theoretical methods utilized in this work for different proton energy ranges. The terms labeled in this table are given in the text.

5.3.1 Hansen-Kocbach-Stolterfoht model

The semi-empirical model reported by Stolterfoht et al. [1], Hansen and Kocbach [99] has been developed to determine ionization by non-relativistic ions. Bernal and Liendo [23] carried out consistency tests of the HKS model and recommended a DDCS formula that was determined analytically from the original expression of Hansen and Kocbach [99]:

$$
\frac{d^2\sigma_{HKS}}{dWd\Omega} = \frac{16a_0^2Z_p^2}{3\pi E_R v_p^2 \alpha k_c^3} \left[ \frac{1}{1 + (\hat{K}_m - \hat{k}_t \cos \theta)^2} \right]^3,
$$

where

$$
k_c = \left( k^2 + \frac{2\alpha^2}{\ln(2v_p^2/\alpha^2)} \right)^{\frac{1}{2}},
$$

$$
k_t = \left( k^2 + 0.2\alpha^2 \sqrt{v_p/\alpha} \right)^{\frac{1}{2}}.
$$
Here, \( a_0 \) is the Bohr radius and \( E_R \) the Rydberg energy. The quantities \( Z_p \) and \( v_p = (T/E_R)^{\frac{1}{2}} \) are the charge and the velocity of the projectile, respectively, with \( T \) the kinetic energy of an electron moving with the same velocity as the projectile. The quantities \( \alpha = (B/E_R)^{\frac{1}{2}} \) and \( k = (W/E_R)^{\frac{1}{2}} \) represent the mean initial and final electron momenta, where \( B \) and \( W \) are the initial binding energy and final kinetic energy of emitted electron, respectively.

The function in the square brackets of equation 5.6 describes the binary-encounter interaction (see section 2.2.2.2, page 17). According to the work of Bernal and Liendo [23], the quantities \( \hat{K}_m = K_m/\alpha_c \) and \( \hat{k}_t = k_t/\alpha_c \) are the normalized momenta with

\[
\alpha_c = \alpha \left( 1 + 0.7 \frac{v_p^2}{v_p^2 + k^2} \right),
\]

(5.9)

where \( K_m = (\alpha^2 + k^2)/2v_p \) is the minimum momentum transfer. This function resembles a Lorentzian whose width is governed by \( \alpha_c \) and involves the electron emission angle \( \theta \).

In the work of Hansen and Kocbach [99], the descriptions of the initial and final electron states are approximated by a hydrogenic and a plane wave function, respectively. Moreover, the amplitude of the outgoing wave is determined by means of the peaking approximation which neglects the initial momentum of the bound electron. This treatment causes a singularity in the low energy regime. Thus, equations 5.7 to 5.9 are employed as semi-empirical modifications [1, 2] which originated from fitting of HKS model results to those of the B1 formula published by Landau et al. [100].

Integration of equation 5.6 leads to the following SDCS formula, which was recommended by Bernal and Liendo in their work [23]:

\[
\frac{d\sigma_{\text{HKS}}}{dW} = \frac{4a_0^2 Z_p^2}{E_R v_p^2 \alpha k^2 \bar{k}_t} \left\{ \tan^{-1}(\hat{K}_m + \hat{k}_t) - \tan^{-1}(\hat{K}_m - \hat{k}_t) \right. \\
+ \left. \frac{5(\hat{K}_m + \hat{k}_t) + 3(\hat{K}_m + \hat{k}_t)^3}{3[1 + (\hat{K}_m + \hat{k}_t)^2]^2} \frac{5(\hat{K}_m - \hat{k}_t) + 3(\hat{K}_m - \hat{k}_t)^3}{3[1 + (\hat{K}_m - \hat{k}_t)^2]^2} \right\}.
\]

(5.10)
5.3. Quantum-mechanical treatment — the first Born approximation

It should be noted that equations 5.6 and 5.10 are for a single target electron and must be summed over all electrons corresponding to each \(i\)-th subshell for multi-electronic targets. These binding energies \(B_i\) employed here are the same as used for the Rutherford formula.

In summary, the advantage of the HKS model is that it provides an analytical expression with empirical fitting to the B1 calculations [100] and requires only the binding energies of electrons in the respective atom or molecule. Hence, the HKS model enables a fast calculation of ionization cross sections.

5.3.2 Analytical model based on the dielectric formalism

As reported by de Vera et al. [25], a semi-empirical model using the dielectric formalism [97, 101] has been recently proposed for calculating the DDCS of condensed organic materials impacted by fast ions. The dielectric formalism is based on the PWBA and provides the differential inelastic scattering cross section by exploiting the dependence of the electronic excitation spectrum of the target on the transferred energy \(\hbar \omega\) and momentum \(\hbar k\) (i.e. the dielectric response function \(\epsilon(\hbar k, \hbar \omega)\) of the target).

According to the work of de Vera et al. [25], the energy transfer \(\hbar \omega\) in an ionizing collision can be expressed as:

\[
\hbar \omega = B_i + W,
\]

where \(B_i\) is the binding energy of a given electronic inner shell, or the mean binding energy of the outer shell electrons [24, 25]. In the work of de Vera et al. [25], the DDCS for ionizing an electronic shell \(i\) as a function of the secondary electron energy \(W\) and the momentum transfer to the target \(\hbar k\) is written as:

\[
\frac{d^2 \sigma_{\text{DRF}}}{dWdk} \bigg|_i = \frac{e^2}{\pi \hbar^2 N} \frac{M_p [Z_p - \rho(k)]^2}{T_p} \frac{1}{k} \text{Im} \left[ \frac{-1}{\epsilon(\hbar k, B_i + W)} \right]_i,
\]

where \(T_p\), \(M_p\), and \(Z_p\) are, respectively, the kinetic energy, mass, and atomic number of the projectile, and \(\rho(k)\) is the Fourier transform of its electronic density. The target is characterized by its number density \(N\) and the energy loss function (ELF) \(\text{Im} \left[ -1/\epsilon(\hbar k, B_i + W) \right]_i\), which represents its electronic excitation spectrum.
The momentum transfer $\hbar k$ is related to the scattering angle $\vartheta$ of the projectile and is given by de Vera et al. [25]:

$$
\hbar k = \sqrt{2M_p \left[ 2T_p - (B_i + W) - 2\sqrt{T_p (T_p - (B_i + W))} \cos(\vartheta) \right]}.
$$

(5.13)

In order to obtain the DDCS as a function of the ejected angle $\theta$ of the secondary electron, it is assumed that $\theta$ is related to $\vartheta$ via $\theta = \vartheta / \gamma$ [25]. The proportionality constant $\gamma$ is derived from the binary-encounter approximation, $\gamma = \vartheta_{\text{max}} / \theta_{\text{BE}}$, where $\theta_{\text{BE}}$ is the ejection angle of the binary-encounter peak (see equation equation 2.5, page 17) and $\vartheta_{\text{max}}$ is the scattering angle of the projectile at which the ionization cross section is maximum [25].

Using the definition of the solid angle, $d\Omega = 2\pi \sin(\theta) d\theta$, and equation 5.13, the DDCS from equation 5.12 can be rewritten to following expression, as given by de Vera et al. [25]:

$$
\frac{d^2 \sigma_{\text{DRF}}}{dW d\Omega} \bigg|_i = \frac{\gamma e^2}{2\pi^2 \hbar^2 N \sin \theta} \frac{M_p [Z_p - \rho(k)]^2}{T_p} \text{Im} \left[ \frac{-1}{\epsilon(h\hbar, B_i + W)} \right]_i \\
\times \sqrt{T_p [T_p - (B_i + W)]} \sin(\gamma \theta) \times F_{\text{Salin}}(T_p, M_p, W, B_i, \theta). 
$$

(5.14)

where the last term is called the Salin’s factor $F_{\text{Salin}}(T_p, M_p, W, B_i, \theta)$, which semi-empirically accounts for the enhanced electron ejection at forward direction due to the electron capture to the continuum (ECC) process [18, 102, 103].

As stated in the work of de Vera et al. [25], the advantage of this method is that the knowledge of the ELF and the mean binding energy of the outer-shell electrons of the target material is enough for obtaining the DDCS. If the ELF for the material of interest is not experimentally known, it can be approximately predicted through an empirical parameterization for organic materials that only needs as input of the atomic composition and density [104]. Therefore, the method provides a good approximation of the DDCS for any organic material.
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According to the work of de Vera et al. [24], the SDCS for ionization of the electronic $i$-shell yields:

$$
\left. \frac{d\sigma_{\text{DRF}}}{dW} \right|_i = \frac{e^2}{\pi \hbar^2 N} \frac{M_p Z_i^2}{T_p} \int_{k_-}^{k_+} \frac{dk}{k} \text{Im} \left[ \frac{-1}{\epsilon(hk, \hbar\omega)} \right]_i,
$$

(5.15)

where the meaning of the symbols is identical to those in equation 5.12. The integration limits, $k_\pm = \sqrt{2M} \left[ \sqrt{T_p} \pm \sqrt{T_p - (B_i + W)} \right]$, are imposed by conservation laws. Once the SDCS is known, the TICS can be obtained from integrating the SDCS and is given by de Vera et al. [24]:

$$
\sigma_{\text{DRF}} = \int_0^\infty \frac{d\sigma_{\text{DRF}}}{dW} dW.
$$

(5.16)

Within the framework of this thesis, the ionization cross section data of THF have been calculated by de Vera [81] for proton energies between 300 keV and 3000 keV. Since there is no experimental information available for the ELF of THF, it has been obtained using the semiempirical parametric model [25]. It has to be noted that, apart from using an approximate ELF, another source of uncertainty is that this method is developed for condensed phase materials, while the experiments are performed in the gas phase.

5.3.3 Boundary-corrected first Born approximation

The ionization cross section data for proton energies below 300 keV have been calculated by Champion [80] within the B1 approximation with corrected boundary conditions for the initial and final wave functions. In this calculations the ejected electron is described by a Coulomb wave whereas the incident and the scattered projectiles are both described by plane waves. This approach will be hereafter referred to as the boundary-corrected first Born (CB1) approximation [27]. Champion et al. have successfully used this approach for investigating the ionization process induced by light bare ions on water molecule [27] as well as on different nucleobases [26].

Generally, in the PWBA framework, the outgoing electron is described by means of a plane wave function, so that the interaction between the outgoing electron and the target nucleus is neglected. Furthermore, the target electron is assumed to be a free electron which interacts with the incoming particle independent of the target. Accordingly, the ionization
process can be regarded as a binary-encounter electron emission, which may be described as a classic billiard-ball-like collision. However, this treatment would not be expected to be valid for collisions where the outgoing electron will feel the potential of the target nucleus. In the CB1 model, this is taken into account by the use of a Coulomb wave function for representing the ejected electron traveling in a continuum state of the target. In addition, a screened target potential is considered, which significantly improves the estimation of the cross sections for backscattering electrons. For this purpose, the electrons in the initial state are represented by individual atomic wave functions corresponding to the electrons in each target molecular subshell.
Chapter 6

Results and discussions
6.1 Introduction

This chapter presents the interaction cross section data sets obtained within this work, which are the cross section data for ionization of low-energy (75 keV–135 keV, see section 6.2, page 95) as well as high-energy (300 keV–3000 keV, see section 6.3, page 102) protons on the DNA constituents pyrimidine (PY), tetrahydrofuran (THF) and trimethyl phosphate (TMP). The experimental determination was performed using a double-differential measurement setup, which allows a detailed detection of both energy and angular distributions of emitted electrons. The range of emission angles and energies of secondary electrons covered in this work are detailed in table 4.1.

The measured energy spectra of secondary electrons were converted into absolute double-differential cross sections (DDCS), single-differential cross sections (SDCS) and total ionization cross sections (TICS) using different evaluation procedures (see section 4.2, page 64 and section 4.3, page 73). In this chapter, each type of ionization cross section is discussed in detail. The consistency and accuracy of the experimental data are examined through several theoretical calculations using the methods described in chapter 5. Results for the aforementioned samples are compared to scaled literature data of other molecules in order to test the concept of scalability for differential and total ionization cross sections (see section 6.5, page 110).

6.2 Differential cross sections for ionization by low-energy proton impact

6.2.1 Experimental DDCS spectra of secondary electrons

The complete data sets of experimental DDCS for electron emission from PY, THF and TMP by 75 keV, 105 keV and 135 keV protons are shown in figure 6.1 for various emission angles from 15° to 135°. Generally, the spectra exhibit a broadly decreasing electron yield from 10 eV to 200 eV. With increasing electron energy, the decrease becomes steeper. The binary-encounter peaks, where the collision between the proton and the subsequently emitted target electron can be approximately described as a two-body process (see section 2.2.2.2, page 17), are excepted to occur at electron energies \( W_{BE} = 4T_p \cos^2 \theta \cdot (m_e/M_p) \). For protons of \( T_p = 75 \) keV, they are indicated with vertical arrows at electron energies 152 eV, 123 eV and 82 eV for emission angles of 15°, 30° and 45°, respectively. At a small emission angle \( \theta = 15° \),
the region of electron capture to the continuum (ECC, see section 2.2.2.4, page 19) is still recognizable. In this process, electrons are released with velocities similar to those of the projectile ions and are essentially focused in the forward direction. Thus, the excepted range of ECC process is around the electron energy of

$$W \approx T_p \cdot (m_e/M_p),$$

as indicated in figure 6.1 with the horizontal pair of arrows for PY by protons with $T_p = 75 \text{ keV}$.

In figure 6.1, it is also apparent that there is little variation in the measured cross sections for emission angles above $90^\circ$. This enhancement of electron production at backward angles may be attributed to the mechanism considered as inverse binary-encounter process (see section 2.2.2.2, page 17), where the roles of the projectile ion and the target electron are exchanged [1]. In this case, the momentum direction of the emitted electron may significantly be influenced by the Coulomb field of a relatively slow projectile. Consequently, the electron may leave the target atom with its initial velocity as it is elastically scattered by the quasi static field of a slow projectile [1].

Compared to protons in the MeV range (see section 6.3, page 102), the spectral for electron emission show less energy dependence below 60 eV. Such flattening of the DDCS for smaller electron energies was previously observed for proton impact between 50 keV and 150 keV on argon [82]. It is noted that all three samples show almost the same relative energy dependence of the DDCS for the proton energies investigated. This characteristic of the DDCS data will be discussed in detail in the subsequent sections.

6.2.2 Comparison of experimental and theoretical DDCS

Figure 6.2a compares the experimental DDCS of the gas targets PY, THF and TMP for 75 keV protons at emission angles of 15°, 60°, 90° and 135°. Generally, the relative energy dependence of three samples is almost identical. In absolute numbers, TMP with the largest number of valence electrons has a larger cross section compared to PY and THF. All electrons outside the core molecular orbital, whose typical bindings energies are several electron hundred eV, are counted as valence electrons. Their ionization energy lies between about 10 eV and 50 eV (see table 5.1, page 85). The number of valence electrons is 30 for PY and THF and 50 for TMP. The ratios of DDCS for PY/THF and TMP/PY (averaged over both electron
Figure 6.1 Measured (solid lines) double-differential cross sections (DDCS) for ionization of PY, THF and TMP by protons with incident energies of 75 keV, 105 keV and 135 keV. The energy spectra are shown as a function of secondary electron energy for the emission angles from 15° to 135° in steps of 15°. Vertical arrows indicate the energy of the binary-encounter peak, the horizontal arrow at 15° shows the expected range of electron capture to the continuum.
energy and emission angle, and weighted by the standard deviation of each data point) are $1.11 \pm 0.03$ and $1.69 \pm 0.04$, respectively. The ratios for the number of valence electrons are similar, namely 1.00 and 1.67. This indicates that the total ionization cross sections are well scalable with the number of valence electrons within the experimental uncertainties. In other words, the molecular structure has no significant influence on the total ionization cross section. It is therefore expected that the electronic structure of the target molecule is stronger reflected in differential cross sections.

![Figure 6.2](image.png)

**Figure 6.2** Experimental double-differential cross sections (DDCS) for ionization of PY (dots) by 75 keV protons in comparison to: (a) the experimental DDCS of THF (open squares) and TMP (open triangles); (b) the theoretical DDCS obtained using the CB1 model [27] (solid line) and the HKS model [23] (dashed line). The results are shown as a function of secondary electron energy for the emission angles of $15^\circ$, $60^\circ$, $90^\circ$, and $135^\circ$. For improved readability, the data of different emission angles are multiplied by the indicated factor.

In figure 6.2b, the experimental results are compared with the semi-empirical HKS model modified by Bernal and Liendo [23] and the quantum mechanical CB1 calculations by Champion et al. [27], which are both described in chapter 5. The CB1 calculations show an overall better
agreement with the experimental results. In the forward direction of $15^\circ$, both models are in good agreement with the experimental data around the binary-encounter peak. At low electron energies, however, they underestimate the cross section by as much as a factor of 2, where the electron emission from two-center effects plays a role. It should be noted that at $15^\circ$ the enhanced DDCS is attributed to the ECC process, which is not accounted for in the theory. At emission angles of $60^\circ$ and $90^\circ$, the CB1 model agrees quite well with the measured results within the experimental uncertainties over the entire energy range, whilst the HKS calculations are only in good agreement in the energy region around the binary-encounter peak.

At a large angle of $135^\circ$, the CB1 model reproduces the relative energy dependence but underestimates the cross section between 50 eV and 150 eV. The HKS model, on the other hand, exhibits more deviations with increasing electron energy. At a relative large energy transfer ($W > 150$ eV), the discrepancy between the HKS calculation and experimental data is larger than a factor of 10. This disparity originates from the backscattering of high-energy electrons in the target center (see section 2.2.2.3, page 18). Electron emission in backward directions is due to a scattering at the full nucleus charge rather than at the smaller effective charge [1]. The strong electron-target backscattering is therefore underestimated by the HKS model using a simplified description based on the hydrogenic wave functions.

6.2.3 Comparison of experimental and theoretical SDCS

In figure 6.3a, the experimental SDCS of the target molecules PY, THF and TMP are compared for proton energies of 75 keV, 105 keV and 135 keV. For all three molecules, the relative energy dependence of the SDCS shows a similar trend, that is the cross sections are highest at 10 eV and continuously decrease for higher emission energies of secondary electrons. In view of the absolute values, the experimental data are higher at lower proton energies, but decrease more rapidly. The SDCS of TMP, which has the largest number of valence electrons, are consistently higher by a factor of about 1.5 than the other two target molecules. For THF and PY, which have the same number of valence electrons, the SDCS at proton impact energies of 75 keV and 135 keV are about the same. For protons of 105 keV, the SDCS of THF are mostly within the experimental uncertainties of the PY data.
Figure 6.3b shows the experimental SDCS of PY at proton energies of 75 keV, 105 keV and 135 keV for electron energies up to 200 eV, along with the theoretical calculations using the HKS and CB1 models. The agreement of experimental data and theoretical calculations is very good for 75 keV proton impact. At larger proton energies, especially at 105 keV, the experimental SDCS are lower than the theoretical values for electron energies below 60 eV, whilst a good agreement can be seen for electron energies between 60 eV and 200 eV. This reduced detection of slow electrons at 105 keV proton energy may result from a sub-millimeter shift in the ion beam position with respect to the spectrometer.

Figure 6.3 Experimental single-differential cross sections (SDCS) for ionization of PY (dots) by protons with incident energies of 75 keV, 105 keV and 135 keV in comparison to: (a) the experimental SDCS of THF (open squares) and TMP (open triangles); (b) the theoretical SDCS obtained using the CB1 model [27] (solid line) and the HKS model [23] (dashed line). The results are shown as a function of secondary electron energy. For improved readability, the data for the different proton energies are multiplied by the indicated factor.
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Figure 6.4 Experimental (dots) single-differential cross sections (SDCS) for ionization of PY by 75 keV protons in comparison to several theoretical calculations: Rutherford formula (blue dotted line), Stolterfoht modification (pink short dashed line), the HKS model [23] (green dashed line) and the CB1 model [27] (red solid line). The results are shown as a function of secondary electron energy.

In figure 6.4, the experimental SDCS of PY at 75 keV proton energy are also compared to the theoretical SDCS using the Rutherford analytical formula (see equation 5.2, page 83) and the Stolterfoht’s modification (see equation 5.3, page 84). The simple analytical formula of the Rutherford model appears to overestimate the SDCS at electron energies above 100 eV. Since electrons produced in soft collision are included in Stolterfoht’s modification, larger Rutherford cross sections occur below 50 eV, resulting in a poorer agreement with the experimental results. Hence, it is questionable to employ these two classical methods to predict the SDCS for electron energies larger than 100 eV. The HKS model, on the other hand, reproduces the energy dependence of the SDCS despite slightly overestimating it at small electron energies below 30 eV. In comparison, the CB1 calculation provides the best modeling of the experimental data.
6.3 Differential cross sections for ionization by high-energy proton impact

6.3.1 Experimental DDCS spectra of secondary electrons

In section 6.2, the experimental DDCS and SDCS of the molecules THF, PY and TMP are compared for lower proton energies and a similar energy dependence of the cross section data was found. This finding led to further cross section measurements at higher proton energies with only THF for two reasons: firstly, differences in angular and energy dependencies are expected to be rather less pronounced at higher proton energies as the structural dimensions of the target molecule are much larger than the projectile’s wave length; and secondly, due to limited beam time, so measurements of a larger range of proton and secondary electron energies could be achieved.

The complete data sets of experimental DDCS for electron emission from THF by proton impact with energies between 300 keV and 3000 keV are shown in figure 6.5 for various emission angles between 15° and 150° in steps of 15°. These DDCS spectra of secondary electrons generally decrease with increasing secondary electron energy, becoming noisy at higher electron energies. The noise is due to the poor statistics caused by a lower ionization cross section and smaller spectrometer transmissions from using higher CRR values of up to 4. Auger peaks of carbon and oxygen are pronounced features in the DDCS of THF at electron energies between 200 eV and 300 eV and between 400 eV and 500 eV, respectively. As the primary proton energy increases, the velocity of the incident proton is much larger than the mean orbital velocity of the target electron. In this case the reversed binary-encounter process is negligible for collisions with fast projectiles. The DDCS spectra for backscatter angles (θ > 90°) can thus be distinguished from each other.

6.3.2 Comparison of experimental and theoretical DDCS

In figure 6.6, the experimental DDCS of THF are compared to those obtained theoretically by the HKS model [23] and the DRF model [25] for protons with incident energies of 1200 keV. Both theoretical models reproduce the general trends of the experimental data. Auger electrons
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Figure 6.5 Measured (solid lines) double-differential cross sections (DDCS) for ionization of THF by protons with incident energies of 300 keV, 420 keV, 840 keV, 1200 keV, 1550 keV, 2000 keV and 3000 keV. The energy spectra are shown as a function of secondary electron energy for the emission angles from 15° to 150° in steps of 15°. Labels indicate the location of the Auger peaks of carbon and oxygen at electron energies between 200 eV and 300 eV and between 400 eV and 500 eV, respectively.
ejected from carbon and oxygen atoms occur between 200 eV and 300 eV and between 400 eV and 500 eV, respectively. These Auger processes are not accounted for in the theoretical calculations.

At an emission angle of 15°, both theoretical models predict lower absolute values, especially at electron energies below 100 eV. The experimental data are larger than the DRF data and HKS data by up to a factor of 3 and 15, respectively. The DRF data, on the other hand, are in better agreement with the experimental results at small angle of 30°. This better agreement may result from the consideration of a more realistic electronic excitation spectrum of THF, which is accounted for in the DRF calculation with the use of the energy loss function. In the HKS model, the target electron is described by a hydrogenic wave function, and hence, its electronic excitation spectrum is described in a less accurate way. The agreement between the HKS and DRF models improves at emission angles between 45° and 105°. As can be seen from figure 6.6, both models reproduce the energy dependency of the experimental data for secondary electron energies up to 800 eV.

At large emission angles between 120° and 150°, the agreement between both theoretical calculations and measurements is acceptable at low electron energies (\( W < 50 \text{ eV} \)), but reduces remarkably with increasing electron energy (up to a factor of 50 at \( W = 200 \text{ eV} \) and \( \theta = 150\° \)). Furthermore, both models fail to predict cross sections of collisions involving larger emission angles and high energy transfer (\( W > 100 \text{ eV} \)). This discrepancy, which is caused by the target center effects, has also been discussed for a low proton energy of 75 keV. Since the binary-encounter peak position is used in the DRF model to determine the position of the maximum DDCS, the theoretical values have greater uncertainties in the angular region far from the binary peak [25]. The hydrogenic wave function used in the HKS model also leads to a screening of the nucleus charge [23].

In figure 6.7a, the angular dependence of DDCS for THF for proton impact with energy of 1200 keV is depicted for selected electron energies. In the region of emission angles between 45° and 90°, the binary-encounter peak is a dominant feature. This is a direct consequence of hard collisions (see section 2.2.2.2, page 17) for which there is a large energy transfer from the projectiles to target electrons [18]. Both models are based on
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Figure 6.6 Experimental (dots) double-differential cross sections (DDCS) for ionization of THF by 1200 keV protons in comparison to the theoretical DDCS obtained using the DRF model [25] (solid line) and the HKS model [23] (dashed line) for different emission angles: (a) in forward directions from 15° to 75°; and (b) in backward directions from 90° to 150°, in steps of 15°. The results are shown as a function of secondary electron energy. For improved readability, the data of different emission angles are multiplied by the indicated factor.

the B1 approximation (see section 5.3, page 86) and they are expected to agree well with the experimental DDCS over this angular range. The DRF model predicts a fairly good description of the experimental data over this angular range, except for some data points at 45°, which are underestimated, particularly for electron energies above 200 eV. The HKS model, on the other hand, is able to reproduce the peak position but generally overestimates the maximum by up to a factor of 2.

Since the B1 approximation does not take two-center effects into account, it is unable to reproduce the process of ECC. In this process, electrons ejected from the target with velocities similar to those of the projectile ions are attracted by the leaving ions. Thus, they are essentially focused
in forward direction. In the DRF calculation using equation 5.14, the two-center effect was considered by the introduction of Salin’s factor [102]. This is a multiplicative factor, which is essentially proportional to \( |\vec{v}_p - \vec{v}_e|^{-1} \), where \( \vec{v}_p \) and \( \vec{v}_e \) are the velocities of the projectile ion and the secondary electron, respectively. Thus, this factor enhances the DDCS when \( \vec{v}_e \) approaches \( \vec{v}_p \). For example, as seen in Fig. 6.7b, for 1200 keV protons, the introduction of Salin’s factor improves the predicted DDCS in the forward direction. This is particularly evident for electron energies with velocities comparable to that of the incoming proton (e.g. \( W = 500 \text{ eV} \)) and also for electrons with lower energies (e.g. \( W = 50 \text{ eV} \)), which experience the potentials of both target and outgoing proton simultaneously.

![Figure 6.7](image-url) **Figure 6.7** Experimental (dots) double-differential cross sections (DDCS) for ionization of THF by 1200 keV protons in comparison to: (a) the theoretical DDCS obtained using the DRF model [25] (solid line) and the HKS model [23] (dashed line); (b) the theoretical DDCS obtained using the DRF model [25] with and without Salin’s factor [102] in solid and dotted line, respectively. The results are shown as a function of emission angle for secondary electron energies 50 eV (black), 100 eV (red), 200 eV (green) and 500 eV (blue).
6.3.3 Comparison of experimental and theoretical SDCS

Figure 6.8 shows a comparison of the experimental results of THF with the corresponding theoretical calculations based on the HKS model [23] and the DRF model [24]. As the SDCS was governed by electrons from the binary-encounter and soft collisions, differences in the backward scattering that were observed in DDCS have little influence here. The experimental results are in good agreement with the DRF calculations over a wide range of incident proton and secondary electron energies. The HKS model, on the other hand, underestimates the SDCS by up to a factor of 2 for electron energies $W \leq 50$ eV. Auger electron peaks from carbon were observed in the experimental spectra at about $W = 250$ eV for proton energies of 2000 keV and 3000 keV. The discrepancy observed in the region around $W = 200$ eV for 420 keV protons may be due to the contribution from electrons involved in the ECC process, as for 420 keV protons the left wing of the ECC peak (around 230 eV) is within the measured energy range. However, if this is the case, then one would expect this effect of ECC to also occur around 160 eV for 300 keV protons.

6.4 Total cross sections for ionization by proton impact

The experimental TICS of PY, THF and TMP, together with several theoretical calculations, are shown in figure 6.9a, 6.9b and 6.9c, respectively. The experimental data are depicted as black dots, whilst the theoretical values are show as a function of incident proton energy. For all samples, TICS at 105 keV and 135 keV proton energy are lower than the 75 keV data. The 50% reduction at 105 keV may arise from a slight shift in the proton beam position. In general, the normalization factor (see section 4.2, page 64) derived from the absolute cross sections of electron beam impact may offset the absolute scale of proton beam data as it assumes the beam dimensions to be equal.

The experimental TICS of all three samples in figure 6.9 were also compared to Stolterfoht’s analytical formula for TICS (equation 5.5). These calculated TICS using this formula agree well with experimental data as well as other theoretical values above 500 keV. This supports the previous suggestion of using such a calculation to estimate the TICS of polyatomic molecules, such as adenine [31]. The TICS were also compared to those
Figure 6.8 Experimental (dots) single-differential cross sections (SDCS) for ionization of THF by protons with incident energies between 300 keV and 3000 keV. The data were obtained from the DDCS by numerical integration over the solid angle. The theoretical SDCS calculated using the DRF model [25] (solid line) and the HKS model [23] (dashed line) are also shown for different proton energies. For improved readability, the data for the different proton energies are multiplied by the indicated factor.

from electron-impact experiments [22], which used primary electrons with the same velocity as the protons. The TICS data of equal-velocity electron impact decrease with decreasing incident energies below about 100 eV, which corresponds to proton energies between 150 keV and 200 keV. As pointed out by Rudd et al. [89], this decrease in electron impact for lower energies is caused by several effects, such as the exchange effect between the incident and bound electrons which generally reduces the production of ejected electrons. Such effects lead to a larger TICS for proton impact than that for equal-velocity electron impact. In comparison, the HKS approach has a maximum TICS at around 50 keV, whilst for Stolterfoht’s formula and the CB1 model
Figure 6.9 Experimental (black dots) total ionization cross sections (TICS) of (a) PY, (b) THF and (c) TMP in comparison to several theoretical calculations: Stolterfoht formula (pink short dashed line), the HKS model [23] (green dashed line) and the CB1 model [27] (red solid line). For PY, the TICS derived by Wolff et al. [105] from ion-induced fragmentation are plotted in blue squares. For THF, the TICS obtained using the DRF model [24] are depicted as a blue dotted line for proton energies between 300 keV and 3000 keV. Experimental TICS for electron-impact [22] are displayed in orange and the corresponding energy axis is on top of the graph.
a maximum can be seen at around 40 keV. At higher incident energies, the cross sections of electron-impact are expected to approach those of protons traveling at the same speed [89]. In figure 6.9, for all of three samples, the electron-impact TICS coincide with those obtained using the HKS approach for proton energies between 400 keV and 2000 keV.

For THF, the experimental TICS at 75 keV agree well with the electron-impact data as well as those obtained using the CB1 and HKS calculations. The TICS of THF at 105 keV and 135 keV, however, seem to be underestimated. For higher energies between 300 keV and 3000 keV, TICS values calculated using the DRF model [24] are also shown. At MeV energies, the experimental proton-impact results are in good agreement with the DRF theory and electron-impact data, whilst the CB1 calculation is generally lower than experimental data (except for the data point at 2000 keV) by up to factor of 2.

In the case of PY, TICS derived from the fragmentation cross sections measured by Wolff et al. [105] show a good agreement with the present results, especially at proton energies around 130 keV. Compared to theory, the TICS obtained with the CB1 approach agree well with the experimental values for 75 keV as well as the data of Wolff et al. [105] between 125 keV and 1000 keV. The experimental TICS of proton impact with energy of 125 keV are similar to the electron-beam data, but up to a factor of 2 lower than those values obtained with the CB1 calculations.

TMP has the largest TICS of all three samples due to its greater number of valence electrons. The values obtained using CB1 theory agree well with the experimental data around 100 keV, but underestimate the electron-impact data at higher proton energies. The TICS values obtained using Stolterfoht’s formula converge to the electron-impact data for energies between 100 keV and 500 keV.

6.5 Scaling property of differential and total ionization cross sections

The scalability of cross sections in terms of the number of valence electrons $n_v$ is well-known as a semi-empirical rule used to estimate the cross sections for complicated molecules based on the literature data for simple target systems. From the previous study of several molecules such as water
molecule [47], numerous hydrocarbons [106] and amines [107], it was found that the cross sections for the molecules studied can be scaled by a common cross section, which was derived from the molecular cross sections divided by the number of weakly bound electrons \( n_v \) (i.e. all electrons except \( K \)-shell electrons). Only molecules containing elements with low atomic number \( (Z_p < 10) \) have been investigated. Molecular hydrogen [108] was found to be the one exception for successfully applying the scaling technique among the molecules studied. The cross sections of hydrogen exhibited a much sharper angular distribution near the binary-encounter peak than that of other more complex molecules. A comparison of the cross sections obtained for DNA constituents to these obtained for hydrogen is therefore also shown in this section.

Recently, the scaling property of ionization cross sections has been extended to complex biological molecules such as uracil [30] and adenine [29, 31], belonging to the nucleobases of RNA or DNA. The uracil and adenine comprise 42 and 50 bound electrons, respectively. Since the number of bound electrons for hydrocarbons and amines is usually less than 30, one must include the experimental data of uracil and adenine to cover large \( n_v \) values.

It should be noted that all experimental investigations to date [29–31, 47, 106–108] have been performed at least for proton energies above 0.25 MeV. Using these data, the aforementioned scaling method (with the number of valence electrons in molecules) was verified to be a good approximation of these ionization cross sections. This approximation seems valid for proton impact at MeV energies where a fast charged proton predominantly interacts with the weakly bound valence electrons [47]. To check the reliability of the scaling procedure at low proton energies, a comparison was made between the cross sections for THF and the literature data for other molecules at incident energies of a few hundred keV.

### 6.5.1 Angular distribution of cross section data

From figure 6.2, the experimental data of PY, THF and TMP were shown to exhibit a similar energy distribution of secondary electrons at 75 keV proton energy. It is important to note that all three targets have a similar molecular composition, particularly for THF and PY which have
a similar ring structure. Thus, a comparison of the angular distribution for PY and other simple targets is presented in figure 6.10, where the DDCS for molecular hydrogen [12] and argon [82] are plotted for 75 keV and 70 keV proton energy, respectively. Unfortunately, the experimental data for other complex molecules at this energy are not available.

Figure 6.10 Experimental double-differential cross sections (DDCS) for ionization of PY (dots) by 75 keV protons. The results are shown as a function of emission angle for a sequence of secondary electron energies from 15 eV to 200 eV. For 50 eV and 100 eV, the DDCS of PY are compared to those of hydrogen [12] (cross) by 75 keV protons and argon [82] (open star) by 70 keV protons. The data sets of hydrogen and argon were scaled with a factor of 30/2 and 30/8 representing the ratio of the number of valence electrons.

For all secondary electron energies, the DDCS is largest for emission angles in forward directions, where it then decreases steadily towards 90° before either flattening out or slightly increasing. The same behavior can be seen for rare gases [109], water [50], methane and ammonia [107] around 100 keV. Resolving equation 2.5, the angular distribution with a dependency in form of $\cos^2 \theta$ is expected to be symmetric around 90° [1]. The observed asymmetry at low incident energies is mainly due to the
influence of two-center effects (see section 2.2.2.4, page 19). These effects are expected to increase with decreasing projectile energy, since two-center effects are governed by the Bohr parameter $Z_p/v_p$ which is a measure for the perturbation strength of the projectile [1]. Therefore, for a low projectile energy, these effects give a clear enhancement at forward angles where the outgoing electrons are attracted by the receding projectile. In summary, electrons with energies below 200 eV ejected by impact of slow protons are mostly in the forward direction.

The scaling property of DDCS for larger molecules has so far only been investigated at higher proton energies. For example, the scaling of adenine for 1 MeV protons has been reported by Iriki et al. [29]. According to this investigation, the angular distributions of secondary electrons for adenine deviate significantly from those for simple targets, i.e. molecular hydrogen at emission angles smaller and larger than the binary-encounter peak. These discrepancies are due to the differences in the momentum distribution of the respective target electrons. Iriki et al. found a better agreement when comparing the adenine distributions to those of different hydrocarbon molecules where their momentum distributions were more alike. Nevertheless, for 1 MeV protons, the angular distribution of secondary electrons are still slightly broader for adenine compared to those of hydrocarbons, and large discrepancies are expected for protons of lower velocities due to a large contribution of two-center effects. Disagreements between adenine data for 1 MeV protons [29] and the calculation of de Vera et al. [25] can also be seen at emission angles outside the range of the binary-encounter peak. An extended comparison to other complex targets as well as lower proton energies is therefore needed.

Figure 6.11 shows the angular distribution of experimental data for THF ($C_4H_8O$, $n_v = 30$) at electron energies 15 eV, 50 eV, 200 eV and 500 eV by protons of 105 keV, 300 keV, 1550 keV and 2000 keV. These THF data are compared to the data of hydrogen ($H_2$, $n_v = 2$) [12, 108], water vapor ($H_2O$, $n_v = 8$) [47, 50], ethane ($C_2H_6$, $n_v = 14$) [106], benzene ($C_6H_6$, $n_v = 30$) [106], uracil ($C_4H_4N_2O_2$, $n_v = 42$) [30] and adenine ($C_5H_5N_5$, $n_v = 50$) [31]. The DDCS of the respective molecules were multiplied by the ratio of the number of the valence electrons of THF to that of their valence electrons.
Generally, the data for molecular hydrogen differ from those for other polyatomic molecules at small and large emission angles. The emitted secondary electrons from hydrogen are more anisotropic than those from other molecules, which is due to the broader momentum distribution of the target electrons in polyatomic molecules compared to hydrogen [106].

Benzene has the same number of valence electrons and a ring structure similar to that of THF, whilst ethane does not. Ethane, nonetheless, shows a similar scaled DDCS. As Wilson and Toburen [106] pointed out, neither angular nor energy distributions within the hydrocarbon groups at high proton energies are influenced very much by the variations in molecular bondings, namely, C−H bonds, single, double and triple C−C bonds, and the chemical structure. Compared to THF at proton energies \( T_p \geq 300 \text{ keV} \), most of these polyatomic molecules have different numbers of valence electrons and individual chemical structures. Despite this, the angular distribution of scaled data for these molecules shows a reasonable agreement for a wide range of emission angles except for \( \theta = 15^\circ \), where the DDCS of THF is significantly higher than that of other molecules particularly at low electron energies. As can be seen from figure 6.7a, this increase in the angular distribution for THF at forward angles is also predicted in the DRF calculation rather than in the HKS calculation as the former model considers the two-center effects by introducing the Salin’s factor. However, such a large increase of up to a factor of 10 between the DRF data and experimental results at \( 15^\circ \) was not expected and requires further investigation.

An asymmetric angular distribution of THF, which is similar to that of PY in figure 6.10, is observed at a proton energy of 100 keV. This asymmetry, which is unlike to the behavior at larger proton energies, suggests that two-center effects are most important for the redistribution of electron intensity for proton energies as low as 100 keV [1]. At an electron energy of 50 eV, the reduction of DDCS for THF at small angles is due to a sub-millimeter shift in the ion beam position, as explained previously.

At a proton energy of 300 keV, the THF results exhibit a less-peaked angular distribution than hydrocarbons, which is more similar to that of water vapor. The reason for this is the target electrons in the outer orbitals of THF and water molecules have higher average kinetic energies than those of hydrocarbons, resulting in a broader momentum distribution, and
Figure 6.11 Experimental double-differential cross sections (DDCS) for ionization of THF (dots) by protons with incident energies of (a) 105 keV, (b) 300 keV, (c) 1550 keV and (d) 2000 keV. The results are compared to the DDCS of hydrogen [12, 108], water [47, 50], ethane and benzene as hydrocarbons [106], adenine [31] and uracil [30] for different proton energies: (a) 100 keV, (b) 300 keV, (c) 1.5 MeV and (d) 2 MeV. The data are shown as a function of emission angle for secondary electron energies 15 eV (black), 50 eV (red), 200 eV (green) and 500 eV (blue). The data sets of other molecules were multiplied by the ratio of the number of valence electrons of THF to that of their valence electrons.
thus, initial velocity distribution [2]. This broadening effect means that the electrons are emitted over a relatively wide angular range [1]. The difference in angular distributions of water and hydrocarbons has been intensively studied by Wilson and Toburen [106]. Unfortunately, Iriki et al. [29] did not include their data at 0.5 MeV in the comparison, which may have shed light on the difference in the angular distribution due to the lower proton energy, and hence, greater contribution of two-center effects.

As the incident proton energy increases, the angular distribution of lower electron energies appears more isotropic since those electrons below a few tens of eV are produced predominantly by soft collisions. For higher electron energies, the binary-encounter peak becomes relatively more apparent and sharper. This is due to the decreasing influence of the binding energy on the target electron, where the binding energy becomes negligible compared to the energy transferred in a hard collision. At a proton energy of 2000 keV, a comparison of the experimental data for THF to those for other complex targets reveals that they are almost identical at electron energies of 15 eV, 50 eV and 200 eV. The disagreement between uracil and the other molecules at higher electron energy $W = 500$ eV, especially for large angles $\theta \geq 105^\circ$, arises from the Auger electron emissions of the oxygen atom in the uracil molecule.

6.5.2 Energy distribution of cross section data

The energy dependence of DDCS by proton impact of 2000 keV is briefly described. The experimental DDCS of THF are compared to those of adenine [31] and uracil [30]. To enable a comparison independent of the molecular size, the data sets of adenine and uracil were scaled with a factor 30/50 and 30/42, respectively, representing the ratio of the number of valence electrons. As depicted in figure 6.12, the experimental DDCS of THF agree well with the scaled data of adenine and uracil.

As shown in figure 6.13, in order to check the scalability of SDCS at few hundred keV protons, the data for THF are compared to those for adenine [29, 31] and uracil [30] multiplied by the ratio of the number of THF valence electrons to that of their valence electrons. The nitrogen Auger peak occurs at about $W = 350$ eV, since both adenine and uracil contain nitrogen. The SDCS for ionization of THF by 2000 keV proton impact are
Figure 6.12 Experimental double-differential cross sections (DDCS) for ionization of THF (black dots) by 2000 keV protons in comparison to the DDCS of adenine (red open triangles) [31] and uracil (green open squares) [30]. The data are shown as a function of secondary electron energy for a sequence of emission angles from $15^\circ$ to $135^\circ$ in steps of $15^\circ$. The data sets of adenine and uracil were scaled with a factor $30/50$ and $30/42$ representing the ratio of the number of valence electrons.
Figure 6.13 Experimental (black dots) single-differential cross sections (SDCS) for ionization of THF by protons with incident energies of (a) 420 keV and (b) 2000 keV. The results are compared to the SDCS of adenine [29, 31] (red open triangles) and uracil [30] (green open squares) for different proton energies: (a) 0.5 MeV and (b) 2 MeV. The data sets of adenine and uracil were multiplied by the ratio of the number of the valence electrons of THF to that of their valence electrons.

in good agreement with those of uracil except at $W = 10$ eV, where the latter are higher by a factor of 2. When the data for ionization of THF by 420 keV protons are compared to literature data for 0.5 MeV proton energy, a good agreement between the data for THF and the scaled data for adenine is observed for electron energies above 50 eV. At lower electron energies ($W < 50$ eV), however, they disagree by up to a factor of 2. The scaled SDCS of uracil are consistently lower than those of adenine for 0.5 MeV protons, which suggests that the scaling procedure may be inadequate for representation of electron spectra at proton energies around 0.5 MeV. From figure 6.3a, the SDCS of THF were scalable to those of TMP and PY at 75 keV and 135 keV protons. This conflict implies that it may be questionable to apply the scaling procedure to protons below the MeV-range, as addressed by Toburen and Wilson [47] in the study of water molecules.
Finally, a brief discussion is given for the scaling property of TICS, which is expected to be proportional to the number of valence electrons $n_v$. This property has been previously studied for polyatomic [89] and amine [107] molecules and recently verified for adenine [29, 31] ($n_v = 50$) and uracil [30] ($n_v = 42$). Figure 6.14 illustrates the TICS of these molecules as a function of the number of valence electrons at 2 MeV proton impact, together with the present TICS for THF ($n_v = 30$). The dashed line represents the results of linear regression (with intercept zero). The fit was obtained by weighting the data points with the inverse square of the uncertainties. The slope of the fitted line is $(0.090 \pm 0.005) \times 10^{-16} \text{ cm}^2$, which is comparable to the value of $0.094 \times 10^{-16} \text{ cm}^2$ given by Itoh et al. in their work [30].
Chapter 7

Conclusions and Outlook
This thesis deals with an experimental determination of cross sections for proton-impact ionization of DNA constituents. The investigated molecules were pyrimidine, tetrahydrofuran, and trimethyl phosphate, which are structural analogues to the nucleic bases, the sugar and the phosphate residue of the DNA backbone, respectively. The experiments were based on the principle of a double-differential measurement using crossed-beam geometry, where the proton beam intersects the target gas jet perpendicularly in a high-vacuum chamber.

The primary energy of the proton beam ranged from 75 keV to 135 keV, covering energies within the Bragg peak region. Delivery of the proton beam was accomplished with the construction of a 155 kV laboratory accelerator [80] and the development of a control system for the beamline of this low-energy ion accelerator. This system realized the features of remote controlling to the beamline components during the measurement, including monitoring the ion beam as well as setting up the operating parameters of the ion source and the accelerator. For tetrahydrofuran, measurements were extended to higher primary proton energies between 300 keV and 3000 keV. The proton beam at these higher energies was generated by a 3.75 MV Van de Graaff generator at the PTB ion accelerator facility [67].

Electron spectroscopy technique was used to detect the secondary electrons ejected from proton collisions. An electron spectrometer, equipped with a hemispherical electrostatic analyzer, was mounted on a rotation stage such that it could be positioned around the axis of the gas jet at any angle. The energy spectra of secondary electrons were recorded at observation angles which ranged from 15° to 135° in steps of 15° relative to the direction of incident proton beam. Measurements at 150° were also obtained for higher proton energies of 300 keV and above. These spectra were converted indirectly into absolute values of experimental DDCS by means of literature cross section data [22, 53, 82].

Experimental cross section data were compared with several theoretical models [23, 25, 27]. For proton energies between 75 keV and 135 keV, the quantum mechanical CB1 calculation [27] agreed well with the measured DDCS, but underestimated the cross sections in the backward direction and at small angles where the two-center effects play a role. The HKS model [23]
was found to be reliable only for DDCS in the vicinity of the binary encounter peak. At proton energies between 300 keV and 3000 keV, both of the HKS and DRF models [23, 25] reproduced the general trends exhibited by the experimental DDCS. The DRF calculation showed a better agreement with the experimental results than HKS model in the region of binary peak and for small angles. The deviation from measured values exhibited by the HKS model indicates that the use of atomic models for a complex target is insufficient for reproducing the experimental DDCS. The DRF model, however, also failed for large emission angles. This underestimation of experimental DDCS by theoretical models is due to the simplified description of the backscattering process close to the nucleus.

SDCS were obtained by integration of DDCS over all emission angles. As the SDCS were governed by low-energy electrons from soft collisions, the differences in backward scattering observed in the DDCS play a minor role here. Thus, better agreement of the experimental data with theoretical models [23, 24, 27] were observed for SDCS within the experimental uncertainties. A further integration of SDCS over the electron energies yields TICS. Experimental results of TICS showed an acceptable agreement with several theoretical calculations [1, 23, 24, 27] over the entire range of proton energy.

The scalability of cross sections in terms of the number of valence shell electrons was also investigated. For experimental DDCS, this is achieved by comparing the angular distribution of THF with that of a single target such as molecular hydrogen [108] as well as with that of a variety of polyatomic molecules [29–31, 47, 106]. While the DDCS data of molecular hydrogen were similar only near the binary peak, the data of other polyatomic molecules containing THF for proton energies above 420 keV scaled fairly over a wide range of the emission angles, despite differences in the individual chemical structures of molecules.

According to few experimental investigations [29–31, 47, 106–108], the scaling property of SDCS seems valid for proton impact at MeV energies. For lower proton energies, it was found that the SDCS data of THF were scalable to those of TMP and PY at 75 keV and 135 keV protons, but not those of uracil [30] at 0.5 MeV. Therefore, it may be questionable to apply the scaling procedure at low proton energies.
At 2 MeV, the TICS of various molecules [30, 31, 48, 89, 107] containing THF confirmed the scaling law [89], which means that the TICS linearly increases with the number of weakly bound electrons. This is due to the fact that the largest contribution to the ionization cross sections is from collisions between protons and valence shell electrons.

A future extension of this work would include the measurements of other DNA constituents such as purine, which is the precursor of nucleobases adenine and guanine. Furthermore, not only proton-collision cross sections, but also cross section data for the interaction of other light ions such as carbon ions with DNA constituents are also urgently required to improve the accuracy of track structure simulations for carbon beam cancer therapy. The experimental setup used in this work, in particular the 155 kV ion accelerator, would be suitable to deliver an incident beam of other light ions in order to conduct such measurements.
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