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Abstract

The problem to be considered is the stationar system of Navier-Stokes equations with uncertain parameters and uncertain computational domain. We research how uncertainties in the angle of attack, in the Mach number and in the geometry of the airfoil propagate in the solution. The uncertain solution of this problem (pressure, density, velocity etc) is approximated via random fields. Since the whole set of realisations of these random fields are too much information, we demonstrate an algorithm of their low-rank approximation. This algorithm, working on the fly, is based on the QR-decomposition and has a linear complexity. This low-rank approximation allows us an effective postprocessing (computation of the mean value, variance, exceedance probability) with drastically reduced memory requirements.
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1 Introduction

Nowadays the trend of numerical mathematics is often trying to resolve inexact mathematical models by very exact deterministic numerical methods. The reason of this inexactness is that almost each mathematical model of a real world situation contains uncertainties in the coefficients, right-hand side, boundary conditions, initial data as well as in the computational geometry. All these uncertainties can affect the solution dramatically, which is, in its
turn, also uncertain. In such a case the information of the interest is not 
the whole set of realisations of the solutions (too much data), but cumula-
tive distribution function, density function, mean value, variance, exceedance 
probability etc.

During the last few years one can see an increasing interest in numerical 
methods for solving stochastic computational fluid dynamic (CFD) problems 
[2, 5, 13, 16, 20, 22]. In this work we consider a problem from aerodynamic, 
described by a system of Navier-Stokes equations, where uncertainties are 
modelled via random variables and random fields [11, 10]. We assume that 
there is a solver which is able to solve the deterministic Navier-Stokes prob-
lem. We also assume that spatial discretisation of the airfoil and the fluid 
r

The rest of the paper is structured as follows. In Section 2 we de-

Section 5 is devoted to the numerical results, where we demonstrate the in-
fluence of uncertainties in the angle of attack $\alpha$, in the Mach number $Ma$ 
and in the airfoil geometry on the solution - drag, lift, pressure and absolute 
friction coefficients. The strongly reduced memory requirement for storage 
stochastic realisations of the solution is demonstrated as well.
2 Discretisation techniques

In the following, \((\Omega, \mathcal{B}, P)\) denotes a probability space, where \(\Omega\) is the set of elementary events, \(\mathcal{B}\) is the \(\sigma\)-algebra of events and \(P\) is the probability measure. The symbol \(\omega\) always specifies an elementary event \(\omega \in \Omega\). The problem to be consider in this work is the stationary system of Navier-Stokes equations with uncertain coefficients and parameters:

\[
v(x, \omega) \cdot \nabla v(x, \omega) - \frac{1}{Re} \nabla^2 v(x, \omega) + \nabla p(x, \omega) = g(x, \omega) \quad x \in \mathcal{G}, \ \omega \in \Omega
\]

\[

\nabla \cdot v(x, \omega) = 0
\]

with some initial and boundary conditions. Here \(v\) is velocity, \(p\) pressure and \(g\) the right-hand side, the computational domain is RAE-2822 airfoil with some area around. Examples of uncertain parameters are the angle of attack \(\alpha\) and the Mach number \(Ma\). Uncertainties in the airfoil geometry are modelled via random field \(\kappa(x, \omega)\) (see Section 3.3). For the numerical solution of (1) the presented input and output random fields need to be discretised both in the stochastic and in the spatial dimensions. One of the main tools here is the Karhunen-Loève expansion (KLE) [12]. Thus, an effective and “sparse” computation of the KLE is one of key points in solving Eq. 1. By definition, the Karhunen-Loève expansion (KLE) of a random field \(\kappa(x, \omega)\) is the following series [12]

\[
\kappa(x, \omega) = E_\kappa(x) + \sum_{\ell=1}^{\infty} \sqrt{\lambda_\ell} \phi_\ell(x) \xi_\ell(\omega),
\]

where \(\xi_\ell(\omega)\) are uncorrelated random variables and \(E_\kappa(x)\) is the mean value of \(\kappa(x, \omega)\). \(\lambda_\ell\) and \(\phi_\ell\) are eigenvalues and eigenvectors of the following eigenproblem

\[
T\phi_\ell = \lambda_\ell \phi_\ell, \quad \phi_\ell \in L^2(\mathcal{G}), \ \ell \in \mathbb{N},
\]

where operator \(T\) is defined like follows

\[
T : L^2(\mathcal{G}) \to L^2(\mathcal{G}), \quad (T\phi)(x) := \int_\mathcal{G} \text{cov}_\kappa(x, y) \phi(y) dy,
\]

where \(\text{cov}_\kappa(x, y)\) a given covariance function and \(\mathcal{G}\) a computational domain. Throwing away all unimportant terms in (2), one obtains the truncated KLE, which is a sparse representation of the random field \(\kappa(x, \omega)\). Each random variable \(\xi_\ell\) can be, in its turn, approximated in a set of new independent
Gaussian random variables (polynomial chaos expansions (PCE) of Wiener [4, 21]), e.g.,
\[ \xi_\ell(\omega) = \sum_{\beta \in J} \xi^{(\beta)}_\ell H_\beta(\theta(\omega)), \] (4)
where \( \theta(\omega) = (\theta_1(\omega), \theta_2(\omega), \ldots) \), \( \xi^{(\beta)}_\ell \) are coefficients, \( H_\beta, \beta \in J \), is a Hermitian basis and \( J := \{ \beta | \beta = (\beta_1, \ldots, \beta_j, \ldots), \beta_j \in \mathbb{N}_0 \} \) a multi-index set (see Appendix or [14]). Computing the truncated PCE for each random variable in KLE, one can make representation of the random field (2) even more sparse.

Since Hermite polynomials are orthogonal, the coefficients \( \xi^{(\beta)}_\ell \) in Eq. 4 can be computed by the following projection
\[ \xi^{(\beta)}_\ell = \frac{1}{\beta!} \int_\Theta H_\beta(\theta) \xi_\ell(\theta) P(d\theta). \]
This multidimensional integral over \( \Theta \) can be computed approximately, for example, on a sparse Gauss-Hermite grid
\[ \xi^{(\beta)}_\ell = \frac{1}{\beta!} \sum_{i=1}^n H_\beta(\theta_i) \xi_\ell(\theta_i) w_i, \] (5)
where weights \( w_i \) and points \( \theta_i \) are defined from sparse Gauss-Hermite integration rule.
The algorithms for construction of sparse Gauss-Hermite grids are well known (e.g., [8]). Three examples of two-dimensional sparse Gauss-Hermite grids
\[ (\alpha_i, Ma_i), \quad i = 1..n, \quad Z = \{13, 29, 137\} \]
are shown in Fig. 1.

After a finite element discretisation (see [7] for more details) the discrete eigenvalue problem (3) can be written in the following form
\[ MCM \phi_\ell = \lambda_\ell^i M \phi_\ell, \quad C_{ij} = \text{cov}_\kappa(x_i, y_j). \] (6)
Here the mass matrix \( M \) is stored in a usual data sparse format and the dense matrix \( C \in \mathbb{R}^{n \times n} \) (requires \( \mathcal{O}(n^2) \) units of memory) is approximated in the sparse \( \mathcal{H} \)-matrix format [7] (requires only \( \mathcal{O}(n \log n) \) units of memory) or in the Kronecker low-rank tensor format [6, 10]. To compute \( m \) largest eigenvalues \( (m \ll n) \) and corresponding eigenvectors we applied the Lanczos eigenvalue solver [9, 18].
3 Statistical modelling of uncertainties

We have implemented two different strategies to research simultaneous propagation of uncertainties in the angle of attack $\alpha$ and in the Mach number $Ma$ on the solution. In the first strategy (Section 3.1) we assumed that the mean values and standard deviations for the random variables $\alpha$ and $Ma$ are given. Then for each pair $\alpha_i$ and $Ma_i$ of the corresponding sparse Gauss-Hermite grid we compute the deterministic solution via the TAU code (deterministic solver). After that the mean value, the variance as well as the density and cumulative distribution functions are computed. To validate the sparse Gauss-Hermite grid methods we compare the obtained results with the results of Monte Carlo simulations (reference solution). The second strategy (Section 3.2) assumes that the turbulence in the atmosphere randomly and simultaneously changes the velocity vector or, what is equivalent the Mach number, (Eq. 10) and the angle of attack (see Eq. 9 and Fig. 2). The turbulence in the atmosphere is modelled by two additionally axes-parallel velocity vectors $v_1$ and $v_2$, which have Gaussian distribution.

3.1 Distribution functions of $\alpha$ and $Ma$ are given

It is supposed that cumulative distribution functions of $\alpha$ and $Ma$ are known, although in real-life applications it is not the case. As a start point we consider the uniform and the Gaussian distributions. For our further numerical experiments we choose the mean values and the standard deviations as in Table 5. The Reynolds number is $Re = 6.5e + 6$ and the computational
geometry is RAE-2822 airfoil.

### 3.2 Modelling of turbulence in the atmosphere

In this section we describe how uncertainties in the free-stream turbulence influence on the angle of attack $\alpha$ and on the Mach number (see Fig. 2). One should not mix this kind of turbulence with the turbulence in the boundary layer reasoned by friction. It is assumed that turbulence vortices in the atmosphere are comparable with the size of the airplane.

![Figure 2: Two random vectors $\mathbf{v}_1$ and $\mathbf{v}_2$ model free-stream turbulence, $\mathbf{u}$ and $\mathbf{u}'$ old and new freestream velocities, $\alpha$ and $\alpha'$ old and new angles of attack.](image)

For further explanation, we remind definition of the mean turbulence intensity $I$, which can be computed as follows (in 3D-Space):

$$I := \frac{\sigma}{u_\infty}, \quad \sigma = \sqrt{\frac{1}{3}(u_x'^2 + u_y'^2 + u_z'^2)},$$  \hspace{1cm} (7)

where $u_\infty$ is the undisturbed freestream velocity beyond the boundary layer, $u_x'$, $u_y'$ and $u_z'$ are averaged variability of velocities in the directions $x$, $y$ and $z$. 


z correspondingly. This mean turbulence intensity is often used for characterising turbulence in a wind tunnel. By default, in the TAU code, the mean turbulence intensity is $I = 0.001$.

We model the turbulence in the atmosphere via two (for simplicity we consider 2D-Space) random vectors

$$v_1 = \frac{\sigma \theta_1}{\sqrt{2}} \quad \text{and} \quad v_2 = \frac{\sigma \theta_2}{\sqrt{2}},$$

where $\theta_1$ and $\theta_2$ two Gaussian random variables with zero mean and unit variance.

Denoting

$$\theta := \sqrt{\theta_1^2 + \theta_2^2}, \quad v := \sqrt{v_1^2 + v_2^2}, \quad \beta := \arctg \frac{v_2}{v_1} \quad \text{and} \quad z := \frac{I \theta}{\sqrt{2}}, \quad (8)$$

the new angle of attack and the new Mach number will be as follows (see Fig. 2 left)

$$\alpha' = \arctg \frac{\sin \alpha + z \sin \beta}{\cos \alpha - z \cos \beta}, \quad (9)$$

$$Ma' = Ma\sqrt{1 + \frac{I^2 \theta^2}{2} - \sqrt{2}I \theta \cos(\beta + \alpha)}. \quad (10)$$

Thus, alternatively to the way of modelling introduced in Sec.3.1, uncertainties in the angle of attack $\alpha' = \alpha'(\theta_1, \theta_2)$ and in the Mach number $Ma' = Ma'(\theta_1, \theta_2)$ are described via two standard normal variables $\theta_1$ and $\theta_2$. The pressure field in Fig. 2 and the shock position will be changed for the new angle of attack $\alpha'$ and for the new Mach number $Ma'$.

3.3 Uncertainties in geometry

Let us denote the airfoil geometry by $G$ and surface of the airfoil by $\partial G$. We model uncertainties in the airfoil geometry $G$ by the usage of random field $\kappa(x, \omega)$:

$$\partial G_e(\omega) = \{x + \varepsilon \kappa(x, \omega) n(x) : x \in \partial G\}, \quad (11)$$

where $n(x)$ is a normal vector in point $x$ and $\varepsilon$ a small parameter.

We assume that the covariance function $\text{cov}(p_1, p_2)$ for the random field $\kappa(x, \omega)$ is given. To generate $Z$ realisations of RAE2822 airfoil with uncertain deformations (e.g., for MC simulations) we follow to the Algorithm below:
1. Compute sparse approximation of \(C_{ij} := \text{cov}(p_i, p_j)\) for all grid points \(i, j = 1..N\).

2. Compute \(m\) largest eigenvalues \(\lambda_i\) and corresponding eigenvectors \(\phi_i(x)\), 
   \(i = 1..m\) of the eigenproblem (6).

3. Generate a random vector \(\xi = (\xi_1(\omega), ..., \xi_m(\omega))\).

4. Generate a new realisation of the airfoil

\[
\kappa(x, \omega) \approx \sum_{i=1}^{m} \sqrt{\lambda_i} \phi_i(x) \xi_i(\omega). \tag{12}
\]

Sparse approximations of the dense matrix \(C\) are offered in [7, 6].
In Fig.3 one can see 21 realisations of RAE-2822 airfoil with uncertain deformations. One should note that ranges in \(x\) and \(y\) directions are different: \(x \in [0, 1], y \in [-0.08, 0.08]\). The used covariance function is of Gaussian type:

\[
\text{cov}(p_1, p_2) = a^2 \cdot \exp(-\rho^2), \tag{13}
\]

where \(a^2 = 10^{-5}\) is a parameter, \(p_1 = (x_1, y_1), p_2 = (x_2, y_2) \in \mathcal{G}\) two points, 
\(l_1, l_2\) are correlation length scales, and

\[
\rho(p_1, p_2) = \sqrt{|x_1 - x_2|^2 / l_1^2 + |y_1 - y_2|^2 / l_2^2}. \tag{14}
\]

The quantify influence of uncertainties in the airfoil geometry \(\gamma(x, \omega)\) on the solution we build the response surface as follows:

**Algorithm:** (Building of response surface)

1. Compute \(m\) largest eigenvalues and corresponding eigenpairs of the discrete eigenvalue problem Eq. 6.

2. Generate a sparse Gauss-Hermite grid in \(m\)-dimensional space with \(Z\) grid points.

3. For each grid point \(\theta = (\theta_1, ..., \theta_m)\) from item (2) compute new realisation of the airfoil like in Eq.(12).

4. For all of \(Z\) new airfoils solve the deterministic problem.

5. Using all \(Z\) solutions from item (4) and Hermite polynomials build the response surface.
Figure 3: 21 realisations of RAE-2822 airfoil, computed for Gaussian covariance function $10^{-5} \cdot \exp(-(|x_1 - x_2|^2/l_1^2 + |y_1 - y_2|^2/l_2^2))$, $x \in [0, 1]$, $y \in [-0.08, 0.08]$, $l_1 = 0.3$ and $l_2 = 0.04$.

When the response surface is ready, we generate $10^6$ random points $\theta_i$, $i = 1..10^6$, and evaluate response surface in these points. Using the sample of size $10^6$, evaluate statistical functionals of interest. If functionals of interest are, for instance, the lift $CL$ and the drag $CD$, than the corresponding response surfaces will be $CL(\theta)$ and $CD(\theta)$.

4 Data compression

A large number of stochastic realisations of random fields requires a large amount of memory and powerful computational resources. To decrease memory requirements and the computing time we offer to use a low-rank approximation for all realisations of input and output random fields. For each new realisation only corresponding low-rank update will be computed (see, e.g. [1]). This can be practical when, e.g. the results of many thousands Monte Carlo simulations should be computed and stored.
Let \( v_i \in \mathbb{R}^n \) be the solution vector (already centred), where \( i = 1..Z \) a number of stochastic realisations of the solution. Let us build from all these vectors the matrix \( W = (v_1, ..., v_Z) \in \mathbb{R}^{n \times Z} \) and consider the factorization

\[
W = AB^T, \quad \text{where} \quad A \in \mathbb{R}^{n \times k} \quad \text{and} \quad B \in \mathbb{R}^{Z \times k}.
\]  

**Definition 1** We say that matrix \( W \) is a rank-\( k \) matrix if the representation (15) is given. We denote the class of all rank-\( k \) matrices for which factors \( A \) and \( B^T \) in (15) exist by \( \mathcal{R}(k, n, Z) \). If \( W \in \mathcal{R}(k, n, Z) \) we say that \( W \) has a **low-rank representation**.

The first aim is to compute a rank-\( k \) approximation \( \tilde{W} \) of \( W \), such that

\[
\|W - \tilde{W}\| < \varepsilon, \quad k \ll \min\{n, Z\}.
\]

The second aim is to compute an update for the approximation \( \tilde{W} \) with a linear complexity for every new coming vector \( v_{Z+1} \). Below we present the algorithm which performs this.

To get the reduced singular value decomposition we omit all singular values, which are smaller than a given level \( \varepsilon \) or, alternative variant, we leave a fixed number of largest singular values. After truncation we speak about **reduced singular value decomposition** (denoted by rSVD) \( \tilde{W} = \tilde{U}\tilde{\Sigma}\tilde{V}^T \), where \( \tilde{U} \in \mathbb{R}^{n \times k} \) contains the first \( k \) columns of \( U \), \( \tilde{V} \in \mathbb{R}^{Z \times k} \) contains the first \( k \) columns of \( V \) and \( \tilde{\Sigma} \in \mathbb{R}^{k \times k} \) contains the \( k \)-biggest singular values of \( \Sigma \).

There is theorem (see more in [15] or [3]) which tells that matrix \( \tilde{W} \) is the best approximation of \( W \) in the class of all rank-\( k \) matrices.

The computation of such basic statistics as the mean value, the variance, the exceedance probability can be done with a linear complexity. The following examples illustrate computation of the mean value and the variance.

Let \( W = (v_1, ..., v_Z) \in \mathbb{R}^{n \times Z} \) and its rank-\( k \) representation \( W = AB^T \), \( A \in \mathbb{R}^{n \times k}, B^T \in \mathbb{R}^{k \times Z} \) be given. Denote the \( j \)-th row of matrix \( A \) by \( a_j \in \mathbb{R}^k \) and the \( i \)-th column of matrix \( B^T \) by \( b_i \in \mathbb{R}^k \).

1. One can compute the mean solution \( \bar{v} \in \mathbb{R}^n \) as follows

\[
\bar{v} = \frac{1}{Z} \sum_{i=1}^{Z} v_i = \frac{1}{Z} \sum_{i=1}^{Z} A \cdot b_i = A\bar{b},
\]

The computational complexity is \( O(k(Z+n)) \), besides \( O(nZ) \) for usual dense data format.
2. One can compute the mean value of the solution in a grid point $x_j$ as follows
\[
\nabla(x_j) = \frac{1}{Z} \sum_{i=1}^{Z} v_i(x_j) = \frac{1}{Z} \sum_{i=1}^{Z} a_j \cdot b_i^T = a_j \bar{b}. \tag{17}
\]
The computational complexity is $O(kZ)$.

3. One can compute the variance of the solution $\text{var}(v) \in \mathbb{R}^n$ by computing the covariance matrix and taking its diagonal. First, one computes the centred matrix $W_c := W - \overline{W}e^T$, where $\overline{W} = W \cdot e/Z$ and $e = (1, ..., 1)^T$. Computing $W_c$ costs $O(k^2(n + Z))$ (addition and truncation of rank-$k$ matrices). By definition, the covariance matrix is $C = W_c W_c^T$. The reduced singular value decomposition of $W_c$ is $W_c = U \Sigma V^T$, $U \in \mathbb{R}^{n \times k}$, $\Sigma \in \mathbb{R}^{k \times k}$ and $V \in \mathbb{R}^{Z \times k}$ can be computed via the QR algorithm (Section 4.1). Now, the covariance matrix can be written like
\[
C = \frac{1}{Z - 1} W_c W_c^T = \frac{1}{Z - 1} U \Sigma V^T V \Sigma^T U^T = \frac{1}{Z - 1} U \Sigma \Sigma^T U^T. \tag{18}
\]
The variance of the solution vector (i.e. the diagonal of the covariance matrix in (18)) can be computed with the complexity $O(k^2(Z + n))$.

4. One can compute the variance value $\text{var}(v(x_j))$ in a grid point $x_j$ with a linear computational cost.

4.1 Low-rank update with linear complexity

Let $W = AB^T \in \mathbb{R}^{n \times Z}$ and matrices $A$ and $B$ be given. An rSVD $W = U \Sigma V^T$ can be computed efficiently in three steps (QR algorithm for computing the reduced SVD):

1. Compute (reduced) QR-factorization of $A = Q_A R_A$ and $B = Q_B R_B$, where $Q_A \in \mathbb{R}^{n \times k}$, $Q_B \in \mathbb{R}^{Z \times k}$, and upper triangular matrices $R_A, R_B \in \mathbb{R}^{k \times k}$.

2. Compute rSVD of $R_A R_B^T = U' \Sigma V'^T$.

3. Compute $U := Q_A U'$, $V := Q_A V'^T$. 
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QR-decomposition can be done faster if a part of matrix $A$ (or $B$) is orthogonal (see [1]). The first and third steps need $O((n + Z)k^2)$ operations and the second step needs $O(k^3)$. The total complexity of rSVD is $O((n + Z)k^2 + k^3)$. Suppose we have already matrix $W = AB^T ∈ \mathbb{R}^{n×Z}$ containing solution vectors. Suppose also that matrix $W' ∈ \mathbb{R}^{n×m}$ contains new $m$ solution vectors. For the small matrix $W'$, computing the factors $C$ and $D^T$ such that $W' = CD^T$ is not expensive. Now our purpose is to compute with a linear complexity the new matrix $W_{\text{new}} := [WW'] ∈ \mathbb{R}^{n×(Z+m)}$ in the rank-$k$ format. To do this, we build two concatenated matrices $A_{\text{new}} := [AC] ∈ \mathbb{R}^{n×2k}$ and $B_{\text{new}}^T = \text{blockdiag}[B^T D^T] ∈ \mathbb{R}^{2k×(Z+m)}$. Note that the difficulty now is that matrices $A_{\text{new}}$ and $B_{\text{new}}$ have rank $2k$. To truncate the rank from $2k$ to $k$ we use the QR-algorithm above:

$$W_{\text{new}} = UΣV^T = U(VΣ^T)^T = A_{\text{new}}B_{\text{new}}^T,$$

where $A_{\text{new}} ∈ \mathbb{R}^{n×k}$ and $B_{\text{new}}^T ∈ \mathbb{R}^{k×(Z+m)}$. Thus, the rank $k$ approximation of the new matrix $W_{\text{new}}$ is done with a linear complexity $O((n + Z)k^2 + k^3)$.

### 5 Numerics

Further numerical results are obtained in the MUNA (management and minimization of uncertainties in numerical aerodynamics) project [17]. We demonstrate propagation of uncertainties in the angle of attack, the Mach number and the airfoil geometry on the solution (the lift, drag, lift and skin friction coefficients). As an example we consider two-dimensional RAE-2822 airfoil. The deterministic solver is the TAU code with k-w turbulence model is developed in DLR [19]. We assume that $\alpha$ and $Ma$ are Gaussian with means $\overline{\alpha} = 2.79$, $\overline{Ma} = 0.734$ and the standard deviations $\sigma(\alpha) = 0.1$ and $\sigma(Ma) = 0.005$ (Table 1, on the left). To quantify uncertainties we used the collocation method computed in nodes of sparse Gauss-Hermite two-dimensional grid (with $Z = 5$ grid points). The Hermite polynomials are of order 1 with two random variables (see (4)). The last column in Tables 1 on the left and on the right shows the measure of uncertainty $\sigma$/mean. It shows that 3.6% and 0.7% of uncertainties in $\alpha$ and in $Ma$ correspondingly result in 2.1% and 15.1% (Table 1, on the right) of uncertainties in the lift $CL$ and drag $CD$. 
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Table 1: Uncertainties in the input parameters (α and Ma) and in the solution (CL and CD). PCE of order 1 and a sparse Gauss-Hermite grid with 5 points.

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>st. dev.</th>
<th>σ/mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>2.79</td>
<td>0.1</td>
<td>0.036</td>
</tr>
<tr>
<td>Ma</td>
<td>0.734</td>
<td>0.005</td>
<td>0.007</td>
</tr>
</tbody>
</table>

\[ \alpha = 2.79, \quad \text{st. dev.} = 0.1, \quad \frac{\sigma}{\text{mean}} = 0.036, \quad \text{Ma} = 0.734, \quad \text{st. dev.} = 0.005, \quad \frac{\sigma}{\text{mean}} = 0.007 \]

\[ \text{mean} \quad \text{st. dev.} \quad \frac{\sigma}{\text{mean}} \]

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>st. dev.</th>
<th>σ/mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL</td>
<td>0.853</td>
<td>0.018</td>
<td>0.021</td>
</tr>
<tr>
<td>CD</td>
<td>0.0206</td>
<td>0.0031</td>
<td>0.151</td>
</tr>
</tbody>
</table>

Figure 4: Density functions (first row), cumulative distribution functions (second row) of CL (left) and CD (right). PCE is of order 1 with two random variables. Three graphics computed with 6360 MC simulations, 13 and 29 collocation points.

In Fig.4 we compare the cumulative distribution and density functions for the lift and drag, obtained via the response surface (PCE of order 1) and via 6360 Monte Carlo simulations. To build the response surface we used, first, the sparse Gauss-Hermite grid with 13 nodes, and than with 29 nodes. On each response surface \(10^6\) MC evaluations were performed. Thus, one
can see that response surfaces (13 or 29 deterministic evaluations) produce similar to MC method (6360 simulations) results. But, at the same time we can not say which result is more precise. The exact solution is unknown and 6360 MC simulations are too few for the reference solution.

The graphics in Fig. 5 demonstrate $3\sigma$ error bars, $\sigma$ the standard deviation, for the pressure $cp$ and absolute skin friction $cf$ coefficients in each surface point of the RAE2822 airfoil. The data are obtained from 645 realisation of the solution. One can see that the largest error occur at the shock ($x \approx 0.6$). A possible explanation is that the shock position is expected to slightly change with varying parameters $\alpha$ and $Ma$.

In Figure 6 one can see 5% and 95% quantiles for the pressure $cp$ and the skin friction $cf$ coefficients.

To decrease memory requirements we write all $Z = 645$ realisations of the solution as matrices $\in \mathbb{R}^{512 \times 645}$ and compute their rank-$k$ approximations.

In Table 2 one can see dependence of the relative error (in the spectral norm) on the rank $k$. Additionally, one can also see much smaller memory requirement (dense matrix format costs 2.6MB). In the two last rows we compare computing time needed for SVD-update Algorithm described in Section 4.1 with the standard SVD of the global matrix $\in \mathbb{R}^{512 \times 645}$. One can

Figure 5: $3\sigma$ error bars in each point of RAE2822 airfoil for the $cp$ and $cf$. 

![Figure 5: 3σ error bars in each point of RAE2822 airfoil for the cp and cf.](http://www.digibib.tu-bs.de/?docid=00036490)
Figure 6: 5% and 95% quantiles for the pressure $cp$ and the absolute skin friction $cf$ coefficients

see that SVD-update Algorithm performs faster.

<table>
<thead>
<tr>
<th>rank $k$</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|D - D_k|_2/|D|_2$</td>
<td>6.6e-1</td>
<td>4.1e-2</td>
<td>3.5e-3</td>
<td>3.5e-4</td>
</tr>
<tr>
<td>$|P - P_k|_2/|P|_2$</td>
<td>6.9e-1</td>
<td>8.4e-2</td>
<td>8.2e-3</td>
<td>7.2e-4</td>
</tr>
<tr>
<td>$|CP - CP_k|_2/|CP|_2$</td>
<td>6.0e-3</td>
<td>5.3e-4</td>
<td>3.2e-5</td>
<td>2.4e-6</td>
</tr>
<tr>
<td>$|CF - CF_k|_2/|CF|_2$</td>
<td>9.0e-3</td>
<td>7.7e-4</td>
<td>4.6e-5</td>
<td>3.5e-6</td>
</tr>
<tr>
<td>memory, kB</td>
<td>18</td>
<td>46</td>
<td>92</td>
<td>185</td>
</tr>
<tr>
<td>Update time, sec</td>
<td>0.58</td>
<td>0.60</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td>usual SVD time, sec</td>
<td>0.55</td>
<td>0.63</td>
<td>2.6</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Table 2: Accuracy, computing time and memory requirements of the rank-$k$ approximation of the solution matrices $D = [\text{density}]$, $P = [\text{pressure}]$, $CP = [\text{cp}]$; $CF = [\text{cf}] \in \mathbb{R}^{512 \times 645}$. 
Fig. 7 demonstrates decay of 100 largest eigenvalues of four matrices, corresponding to the pressure, density, pressure coefficient $cp$ and absolute skin friction $cf$. Each matrix belongs to the space $\mathbb{R}^{512 \times 645}$.

Figure 7: Decay (in log-scales) of 100 largest eigenvalues of the matrices constructed from 645 solutions (pressure, density, $cf$, $cp$) on the surface of RAE-2822 airfoil.

In Table 3 one can see dependence of the relative error (in the Frobenious norm) on the rank $k$. Seven solution matrices contain pressure, density, turbulence kinetic energy (tke), turbulence omega (to), eddy viscosity (ev), x-velocity (xv), z-velocity (zv) in the whole computational domain with 260000 dofs. Additionally, one can also see much smaller memory requirement (dense matrix format costs 1.25GB). In Table 4 one can see corresponding computing times: time required for the SVD-update Algorithm described in Section 4.1 and the time required for the standard SVD of the global matrix $\in$
A possible explanation for the large computing time for the standard SVD is the lack of memory and expansive swapping of data.

<table>
<thead>
<tr>
<th>rank $k$</th>
<th>pressure</th>
<th>density</th>
<th>tke</th>
<th>to</th>
<th>ev</th>
<th>xv</th>
<th>zv</th>
<th>memory, MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.9e-2</td>
<td>1.9e-2</td>
<td>4.0e-3</td>
<td>1.4e-3</td>
<td>1.4e-3</td>
<td>1.1e-2</td>
<td>1.3e-2</td>
<td>21</td>
</tr>
<tr>
<td>20</td>
<td>1.4e-2</td>
<td>1.3e-2</td>
<td>5.9e-3</td>
<td>3.3e-4</td>
<td>4.1e-4</td>
<td>9.7e-3</td>
<td>1.1e-2</td>
<td>42</td>
</tr>
<tr>
<td>50</td>
<td>5.3e-3</td>
<td>5.1e-3</td>
<td>1.5e-4</td>
<td>9.1e-5</td>
<td>7.7e-5</td>
<td>3.4e-3</td>
<td>4.8e-3</td>
<td>104</td>
</tr>
</tbody>
</table>

Table 3: Relative errors and memory requirements of rank-$k$ approximations of the solution matrices $\in \mathbb{R}^{260000 \times 600}$. Memory required for the storage of each matrix in the dense matrix format is 1.25 GB.

<table>
<thead>
<tr>
<th>rank $k$</th>
<th>Update time, sec.</th>
<th>SVD time, sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>107</td>
<td>1537</td>
</tr>
<tr>
<td>20</td>
<td>150</td>
<td>2084</td>
</tr>
<tr>
<td>50</td>
<td>228</td>
<td>8236</td>
</tr>
</tbody>
</table>

Table 4: Computing times (for Table 3) of rank-$k$ approximations of the solution matrices $\in \mathbb{R}^{260000 \times 600}$.

Figure 8 explains why it was possible to achieve so high data compression factor in Table 3. One can see that only a small part of the whole computational domain contains something “interesting” (shock, separation, turbulent eddies etc). This part may require a high approximation rank, whereas the rest of the domain can be approximated by a low-rank.
Figure 8: An example of realisations of pressure, density (the first row), turbulence kinetic energy, eddy viscosity (the second row), velocity in x and z directions (the third row).
5.1 $\alpha$ and $Ma$ have Gaussian/uniform distribution

Our assumption is that the input parameters $\alpha$ and $Ma$ have Gaussian distribution with mean values and standard deviations as in Table 5.

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>st. deviation, $\sigma$</th>
<th>$\sigma$/mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle of attack, $\alpha$</td>
<td>2.790</td>
<td>0.1</td>
<td>0.036</td>
</tr>
<tr>
<td>Mach number, $Ma$</td>
<td>0.734</td>
<td>0.005</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Table 5: Mean values and standard deviations

Table 6 demonstrates application of sparse Gauss-Hermite two-dimensional grids with $Z = \{5, 13, 29\}$ grid points. The Hermite polynomials (see Eq. 4) are of order 1 with two random variables. In the last column we compute the measure of uncertainty $\sigma$/mean. For instance, for $Z = 5$ it shows that 3.6% and 0.7% (Table 5) of uncertainties in $\alpha$ and in $Ma$ correspondingly result in 2.1% and 15.1% of uncertainties in the lift and drag coefficients (Table 6, $Z = 5$). These three grids ($Z = 5, 13, 29$) show very similar results in the mean value and in the standard deviation.

<table>
<thead>
<tr>
<th>$Z$</th>
<th>mean</th>
<th>st. dev. $\sigma$</th>
<th>$\sigma$/mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$CL$</td>
<td>0.8530</td>
<td>0.0180</td>
</tr>
<tr>
<td></td>
<td>$CD$</td>
<td>0.0206</td>
<td>0.0031</td>
</tr>
<tr>
<td>13</td>
<td>$CL$</td>
<td>0.8530</td>
<td>0.0174</td>
</tr>
<tr>
<td></td>
<td>$CD$</td>
<td>0.0206</td>
<td>0.0030</td>
</tr>
<tr>
<td>29</td>
<td>$CL$</td>
<td>0.8520</td>
<td>0.0180</td>
</tr>
<tr>
<td></td>
<td>$CD$</td>
<td>0.0206</td>
<td>0.0031</td>
</tr>
<tr>
<td>MC 1500</td>
<td>$CL$</td>
<td>0.8525</td>
<td>0.0172</td>
</tr>
<tr>
<td></td>
<td>$CD$</td>
<td>0.0206</td>
<td>0.0030</td>
</tr>
</tbody>
</table>

Table 6: Uncertainties obtained on sparse Gauss-Hermite grids with 5, 13, 29 points and with 1500 MC simulations.

At the same time the results obtained via 1500 MC simulations are very similar to the results computed on all three sparse Gauss-Hermite grids. Table 7 demonstrates statistics obtained for the case when random variables $\alpha$ and $Ma$ have uniform distributions. Comparing Table 7 with Table 6 one
can see that, in the case of uniform distribution of uncertain parameters, the uncertainties in the lift and drag coefficients are smaller. Namely, 1.2% and 8.8% (for \( CL \) and \( CD \)) against 2% and 14.6% in the case of the Gaussian distribution. But, uncertainties in the input parameters \( \alpha \) and \( Ma \), in the case of the uniform distribution, are also smaller: 2.1% and 0.4% against 3.5% and 0.7%.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>mean</th>
<th>st. dev.</th>
<th>( \sigma / \text{mean} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.787</td>
<td>0.058</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>0.734</td>
<td>0.003</td>
<td>0.004</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Uncertainties in the input parameters (\( \alpha \) and \( Ma \)) and in the solution (\( CL \) and \( CD \)). Estimations are obtained from 3800 MC simulations, where \( \alpha \) and \( Ma \) have uniform distributions.

5.2 \( \alpha(\theta_1, \theta_2), Ma(\theta_1, \theta_2) \), where \( \theta_1, \theta_2 \) have Gaussian distributions

In this section we illustrate numerical results for the model described in Section 3.2.

Table 8 shows statistics (the mean value and the standard deviation), computed on sparse Gauss-Hermite grids with \( Z = 137 \) grid points.

Table 9 compares uncertainties computed on sparse Gauss-Hermite grids with \( Z = \{137, 381, 645\} \) nodes with the uncertainties computed by the MC method (17000 simulations). All three grids and MC forecast very similar uncertainties \( \sigma / \text{mean} \) in the drag coefficient \( CD \) and in the lift coefficient \( CL \).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>mean</th>
<th>st. dev.</th>
<th>( \sigma / \text{mean} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.8</td>
<td>0.2</td>
<td>0.071</td>
<td></td>
</tr>
<tr>
<td>0.734</td>
<td>0.0026</td>
<td>0.004</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( CL )</th>
<th>mean</th>
<th>st. dev.</th>
<th>( \sigma / \text{mean} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.85</td>
<td>0.0373</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>( CD )</td>
<td>0.01871</td>
<td>0.00305</td>
<td>0.163</td>
</tr>
</tbody>
</table>

Table 8: Uncertainties in the input parameters (\( \alpha \) and \( Ma \)) and in the solution (\( CL \) and \( CD \)). Statistics obtained on a sparse Gauss-Hermite grid with 137 points.
Table 9: Comparison of results obtained by a sparse Gauss-Hermite grid (Z grid points) with 17000 MC simulations.

Table 10 compares relative errors computed on different sparse Gauss-Hermite grids. One can see that the errors are very small, thus sparse Gauss-Hermite grid with Z points can be successfully used to compute the mean values $CL$ and $CD$.

Table 10: Comparison of mean values obtained by MC simulations and by sparse Gauss-Hermite grid with Z grid points.

5.3 Uncertainties in the geometry

We follow the algorithm described in Section 3.3. The number of KLE terms is $m = 3$. The covariance function is of Gaussian type. The stochastic dimension is 3 and number of sparse Gauss-Hermite points is 25. Table 11 demonstrate the computed statistics. Surprisingly small are uncertainties in the $CL$ and $CD$ — 0.58% and 0.65% correspondingly. A possible explanation can be a small uncertain perturbations in the airfoil geometry.

6 Conclusion

In this work we researched how uncertainties in the input parameters (the angle of attack $\alpha$ and the Mach number $Ma$) and in the airfoil geometry
<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>st. dev.</th>
<th>σ/mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL</td>
<td>0.8552</td>
<td>0.0049</td>
<td>0.0058</td>
</tr>
<tr>
<td>CD</td>
<td>0.0183</td>
<td>0.00012</td>
<td>0.0065</td>
</tr>
</tbody>
</table>

Table 11: Propagation of uncertainties in the airfoil geometry. Covariance function is of Gaussian type, PCE of order 1 with 3 random variables. Sparse Gauss-Hermite grid contains 25 points.

propagate to the solution (lift, drag, pressure and absolute skin friction coefficients). Uncertainties in the Mach number and in the angle of attack weakly affect the lift coefficient (1% − 3%) and strongly affect the drag coefficient (around 14%). Uncertainties in the geometry influence both the lift and drag coefficients weakly (less that 1%), but changes in the geometry were also very small. Results obtained via response surface, which is built on a sparse Gauss-Hermite grid are comparable with Monte Carlo results, but require much less deterministic evaluations (and as a sequence - smaller computing time).

From Tables 9 and 10 one can see that the results computed on a sparse Gauss-Hermite grid do not converge. We note that to get reliable results with Monte Carlo methods one should perform $10^5$-$10^7$ simulations, but it is impossible to do in a reasonable time (1 simulation with the TAU code requires at least 20 minutes). We performed 17000 MC simulations and this is not enough for an accurate reference solution.

To make statistical computations more efficient (linear complexity and linear storage besides quadratic or even cubic) an additional research was devoted to a low-rank data format for storage of realisations of the solution. This low-rank format allows us to compute all important statistics with a linear complexity and drastically reduces memory requirements.
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