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Foreword

The intention behind this literature review is to obtain knowledge about the current status in the field of system identification with special focus put on the inverse modelling step. There the parameters for a model are to be determined by taking data obtained from the true system into account.

The application in mind is located in geophysics, especially oil reservoir engineering, so special focus is put on methods which are relevant for system identification problems that arise in that context. Nonetheless the review should be interesting for everybody who works on system identification problems.
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Chapter 1

Introduction

This literature review gives an overview of the current state of system identification methods. The focus is put on the step of inverse modelling which aims to identify system parameter values from real measurements of the system of interest.

This introduction can be seen as an extended glossary that presents the vocabulary used in the following chapters and discusses its sometimes inconsistent usage in the literature.

1.1 What is a System?

Most authors in system identification and other scientific fields do not employ a formal definition of the concept of a system. Many use natural language definitions or descriptions like the following:

A system may be defined as a set of elements standing in interrelation among themselves and with environment. [106]

A system is a set of entities with relations between them. [67, p. 55]

Nach DIN 66201 wird unter einem System eine abgegrenzte Anordnung von aufeinander einwirkenden Gebilden verstanden. [52, p. 1]

The following is essentially a direct translation of the previous definition – it is from the same author, but between these two references are 13 years of research.

A system is a bounded arrangement of formations influencing one another. [53, p. 33]

In loose terms a system is an object in which variables of different kinds interact and produce observable results. [72, p. 1]

Some, like [103], simply use the word “system” without any explanation.

This implicit usage may be due to the fact that we have an intuitive understanding of the word “system” as it is ubiquitous in everyday language: solar system, computer system, social system, political system, nervous system, traffic guidance system and many others. This is supported by [72] who states:

Instead of attempting a formal definition of the system concept, we shall illustrate it by a few examples. [72, p. 1]
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Another reason may be the fact that even scientific areas like cybernetics\(^1\) and general systems theory have not produced a commonly accepted formal definition of the word “system”. [101, p. 56-75] discusses the meaning of “system” on 19 pages!

The need to formally define the concept of a “system” has also been recognised by other authors, for example [74] and [5]. The latter one I present as an example for a formal definition in the following section, whereas the prior one contains an illuminating discussion of the criticism that a generic description of “system” is vacuous (a opinion that the author of that article does not share).

1.1.1 Formal Definitions and Some Remarks

[5] discusses some earlier definitions of the concept of a system and explains their formal weaknesses. He also introduces interesting abstract definitions of system, super- and subsystem, open and closed system which I will present now with some simplifications\(^2\):

**Definition 1.1.** A system \( S = (E, R) \) is a tuple consisting of a set of entities called \( E \) and a non-empty set of relations on these entities \( R \), satisfying the following conditions:

1. \(|E| \geq 2\).
2. The degree of all relations \( R_i \in R \) is \( \text{deg}(R_i) \geq 2 \) (the degree of a relation states how many entities are related by this relation).
3. There is a path from \( a \) to \( b \) if \( (a, b) \in R_1 \), where \( R_1 \in R \) (here: \( \text{deg}(R_1) = 2 \)).
4. There is a path from \( a \) to \( b \) and vice versa if \( a \in \{a_1, a_2, \ldots, a_n\} \land b \in \{a_1, a_2, \ldots, a_n\} \land (a_1, a_2, \ldots, a_n) \in R_2 \) for some \( R_2 \in R \) and \( a_1, a_2, \ldots, a_n \in E \) (here: \( \text{deg}(R_2) \geq 3 \)).
5. There is a path from \( a \) to \( b \) if there is an entity \( c \in E \) such that there is a path from \( a \) to \( c \) and there is a path from \( c \) to \( b \) (transitive hull).
6. From every entity in \( E \) there is a path to every other entity in \( E \).

**Remark 1.1.** Note that this definition makes a difference between binary relations \((n = 2)\), which are directed, and relations of higher degree \((n \geq 3)\), which are undirected: if \( (a, b) \in R_1 \) there is a path from \( a \) to \( b \) but not necessarily from \( b \) to \( a \). But if \( (a, b, c) \in R_2 \) there is a path from each entity to every other entity, for example from \( a \) to \( b \) and from \( b \) to \( a \). This approach is debatable, of course: if we have a relation between \( a \) and \( b \) - doesn’t this imply a relation from \( b \) to \( a \) in any case?

**Definition 1.2.** Let \( S_1 = (E_1, R_1) \) and \( S_2 = (E_2, R_2) \) be two systems. Then \( S_1 \) is a subsystem of \( S_2 \) iff

- \( S_1 \subseteq E_2 \)

or

- \( S_1 \neq S_2 \) and
- \( E_1 \subseteq E_2 \) and
- for every relation \( r \in R_1 \) there is a relation \( s \in R_2 \) such that \( r \subseteq s \) is true.

A system \( S_1 \) is a suprasystem / supersystem of a system \( S_2 \) iff \( S_2 \) is a subsystem of \( S_1 \).

\(^1\)“Cybernetics is the interdisciplinary study of the structure of complex systems, especially communication processes, control mechanisms and feedback principles.”, [109].

\(^2\)He does not use the word “entity” for the members of the set of interest – maybe to avoid premature specialisation – but the word is inherently unspecialised (see, for example, http://en.wikipedia.org/wiki/Entity), so we use it in our definition. This is in accordance with [67].
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**Figure 1.1: The Different Concepts of Quantities**

**Definition 1.3.** A system $S_1$ interacts with / affects / has a relation to another system $S_2$ iff there is a relation between at least one element in $S_1$ and at least one element in $S_2$. A closed system is a system which has no relation to any other system that is not a subsystem of it and to which no other system that is not a subsystem of it has any relation. An open system is a system which is not closed.

**Remark 1.2.** The concept of a system boundary is not introduced by him explicitly but he makes implicit use of it in his example graphs. Its intuitive meaning is clear: a system $S$ is surrounded by its boundary. Relations to other systems can cross this boundary - then it is an open system. See also [101, p. 62] for a discussion on this topic.

Above example should just give you an impression how such of a formal definition of “system” could look like. Instead of using on this definition for the rest of this review I will also rely on the intuition of the reader and continue with the introduction of additional concepts that I will use throughout the text. The only two important concepts that I will carry over from this section are entities and relations, as in the definition of [67, p. 55] (see page 3).

### 1.1.2 Additional Concepts

Supplementing the understanding of a system I also need to mention and explain some additional, important concepts that appear throughout the literature.

#### 1.1.2.1 Quantities, Variables, Parameters and Constants

**Quantities** are special entities that have a magnitude (a continuous value describing a continuum) or multitude (a discontinuous, countable value). In systems, quantities appear in three different concepts (see also figure 1.1):

- **Variables** are quantities that can change their value. An example is the $x$ in $f(x) = x^2$.

- **Parameters** are quantities that define certain characteristics of a system. They can be changed, but changing them means obtaining a different system. An example is the $a$ in $f(x) = x^a$: for each $a$ we obtain a very different behaviour of the system. But we can also see here that there is not necessarily a clean distinction between parameters and variables: we could easily write it the other way around $f(x) = a^x$. But then again this describes a very different system.

- **Constants** are quantities that can never change their value. An example is $\pi$.

Often quantities have an associated meaning or interpretation within the system. They describe a measure of something within the system. This meaning is often clarified by a concept called unit of measurement, which is associated with the quantity.
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Remark 1.3. Some authors are sloppy in their usage of terms or simply have a different meaning associated with their terms. [103] for example uses “parameter” where according to my understanding the word “variable” would be appropriate, as in “observable parameter”. This does not invalidate his reasoning, it only makes discussing it more difficult.

Remark 1.4. Parameters and constants are sometimes collected into the class of exogenous variables.

1.1.2.2 Input, Output, Disturbance and Processes

A system can be seen as a black box which somehow transforms some quantities into other quantities. Especially in signal transmission this is the usual model for signal processing systems. The quantities in this case represent signals. This transformation is usually called a process. In the following I will explain these connected concepts in more details. See also figure 1.2 for a graphical overview.

Input Some non-constant quantities of a system may be independent from any other part of the system, so that we can freely choose their values (maybe within some physical boundaries). These quantities in turn influence other entities in the system through their relations to them and by this influence the system as a whole. Then they are regarded as the system input. If they are variables they are also called independent variables or simply input variables.

Output If some variables of a system depend on and are determined by the input and the system itself and we can observe their values we call them system output. For obvious reasons these variables are also called dependent variables.

Remark 1.5. Constants can be seen as part of the input, but never as part of the output - they cannot depend on other entities, as they are, well, constant. Parameters may also be seen as part of the input, but as they describe system characteristics they are usually seen as part of the system itself. To my opinion this is the appropriate way because they normally describe an integral part of the system, whereas the input “crosses the system boundary” and describes external influence. The concept of parameters will become clearer when we talk about forward and inverse modelling, where parameters are of primary concern.

Disturbance Input variables whose values cannot be chosen freely are usually called disturbance [72, p. 1]. We can divide them into those disturbances which can be measured directly and those which can only be observed by their influence on the system output. It is important to note that disturbance can be often quantified by its statistical properties.

An example for observable disturbance is the solar radiation going into a solar heated house [72]. We cannot influence the amount of radiation directly in a reasonable way, but we can measure it before it enters the system.

An example for an unobservable disturbance is acoustic noise coming from the speakers of a sound system. The source of the noise may be thermal noise in the components of the amplifier,
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which cannot be observed (measured) directly. But we can certainly observe their influence on
the output.

Remark 1.6. The distinction between input and observable disturbance is often unclear, but also
not of great importance [72, p. 1]. It is only a concept that should help to distinguish different
types of system input and simplify discussions about it.

Process The transformation of input quantities to output variables is usually called process. For
example the transmission of a audio signal over a copper cable can be modelled in such a way.
The cumulative processes in a system can be seen as the reaction of the system to the environment
(its input), which is called the behaviour of a system.

Remark 1.7. To show another example for the inconsistent usage of the words explained in this
chapter I will give a quote from [80, p. 18]:

Process: Used as a synonym for the plant or system under study. It can be static or
dynamic.

So attention must be paid on the meaning of the words used in literature that has the word
“system” in its title.

1.1.2.3 State and Dynamic Systems

In most literature on system identification the considered systems are so-called dynamic systems.
The concept of dynamics is inherently coupled with a concept called state. A system which has a
state is a system that contains variables whose values depend not only on the current input of the
system but also on previous input [72, p. 5]. This implies that we are introducing the dimension
time in our system.

These type of variables are called state variables. They are not part of the input as they
depend on other entities in the system, although they are often treated that way. But if they are
observable they can be part of the system output, either directly or hidden behind a measurement
function and possibly obscured by measurement noise. Note that some authors call them state
parameters but I will stick with the name state variable here as it seems more appropriate.

Dynamic systems are also called time variant systems - their behaviour changes with time: they
give different output for the same input at different times.

Outputs of dynamic systems whose inputs are not observed are often called time series [72, p.
5].

1.1.2.4 Phase Space

The notion of “state” motivates the concept of a phase space. This is a space where all possible
states of a dynamic system are represented by unique points. Thus a certain trajectory in this
phase space can represent the time evolution of a system state on which a certain process acts.

1.1.2.5 Purpose

There are some discussions if having a purpose or being goal-oriented is part of the definition of a
system. Such philosophical questions are out of scope for this review and are thus not considered.
Just a single remark is made to set you thinking about this question: which purpose has the solar
system?

1.1.3 Examples of Systems

To fill the previous definitions with meaning we present some example systems. More examples
can be found, for example, in [72, p. 2–5].
1.1.3.1 Automobile

The automobile is a complex technological system that we use in workaday life, so it will make an excellent example for some of above definitions.

- Some of the entities in the car are \( E = \{ \text{motor, car body, tires, wheels, ...} \} \).
- Some of the relations are \( R = \{ \text{is attached to, transmits force to, ...} \} \).
- The entity “motor” can certainly be seen as a subsystem of the automobile; possible entities are \( E = \{ \text{cylinder block, pistons, crankshaft, valves, ...} \} \). A relation going across the boundary of the system “motor” to its supersystem “automobile” is certainly the “is attached to” relation.

This example shows us an important feature of a “system”: most of them are hierarchical and it makes sense to consider subsystems as well as supersystems.

1.1.3.2 Democratic Governance System

Abstract systems like political or social ones are not so easy to grasp, so we will give one example.

- Some of the entities in the democratic governance system are \( E = \{ \text{executive, legislature, judiciary, auditor, constitution, constitutional court, president, people, weapons, ...} \} \).
- Some of the relations are \( R = \{ \text{is based on, creates, controls, is part of, uses, ...} \} \).

In this example we see that within the same system very different entities (persons, abstract objects, real things, ...) and very different relations between them can exists.

1.1.3.3 Solar System

The next example is a physical or natural system, as opposed to the other two examples.

- Some of the entities in the solar system are \( E = \{ \text{our planets, sun, (other planets), (galaxies), asteroids, comets, dust, moons, ...} \} \).
- Some of the relations are \( R = \{ \text{gravity, radiation, orbit, ...} \} \).

This example should point you to a very important question: when we consider the “solar system” - do we have to put in entities like “other planets” or “galaxies”? Do we have to put in “asteroids” - which in fact do exist within the (physical) boundaries of the solar system? Do we have to consider “radiation” - or can we leave them out because their influence is negligible for our purpose? See section 3.1.1 for further discussion on this topic.

1.2 What is System Identification?

The discipline of system identification tries to build mathematical models of systems for a certain purpose, guided by measurements. These models are different from others like mental models or graphical models (see [72, p. 6]): as we can evaluate them using a computer they tend to be highly complex.

Thus creating such a model can be a very challenging task: we have seen that many different types of systems exist and that there is essentially no limit in complexity for both the relations inside the system and the entities that interact in the system. So the mathematical models that we create to describe certain aspects of a system can become arbitrarily complex, too.

The problem of system identification is also pervasive in science and engineering; thus many different applications have resulted in a multitude of different approaches, model types and methods to solve the problem. Some are specific for the respective application, some have a broader use.
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1.2.1 Brief History

As it is the case with many modern methods, also the roots of system identification can be traced back quite a long time. For example the famous Gauss-Newton-method was developed by Carl Friedrich Gauss to solve the system of equations arising in his non-linear least squares method for regression. With the help of this method he found values of parameters in a model of the trajectory for the dwarf planet Ceres - which clearly is a system identification problem. This happened between 1795 and 1802, so more than 200 years ago. The method of least squares Gauss developed is well known and, of course, still in use.

It took another 150 years before the advent of electronic computers, and with it came the rise of (computational) system identification. According to [37] the modern discipline of system identification started around 1960 as part of control theory. It was part of model-based control design, which was very much en vogue at that time due to the development of the Kalman filter.

System identification went from deterministic methods to maximum likelihood methods and finally to stochastic methods until the 1970ies. A confusing amount of approaches was developed until that time, so that structuring them became more and more necessary. The inevitable clean-up period of 1975 to 1985 resulted in the first edition of [72], which was released in 1987 - together with a MATLAB toolbox for system identification.

Then important steps were made in closed-loop identification, subspace based identification and non-linear identification. According to [37], which contains a lot more detailed historical account of system identification, this is the current state of development.

1.2.2 Other Types of Models

As mentioned before, system identification deals with mathematical models. These I understand as abstract descriptions of the target system in the mathematical notation and language. If no closed, analytical solution for the model can be found with mathematical methods (which is often the case, especially for real world problems) such descriptions can then be transformed with the help of computer science into efficient computer programs to perform real computations with the model.

But there are also other types of models, which include but are not limited to the following:

**Mental models** To be able to, for example, walk, a person has to have a mental model of its body. The person can then use this model to identify which muscles to use when, for example, a left turn has to be performed. Another example of a mental model is the model of a car created by driving lessons. Afterwards the driver knows what to do when he wants to influence the car such that it, for example, turns left or drives approximately 30 km/h.

**Graphical models** Some systems can be described in an adequate way by a graphical model, like a drawing or a table. An example is a linear system, which is uniquely described by its impulse or step response [72, p. 6].

**Physical models** To explain a disease to his patient, a doctor may use a plastic model of a body part. Physical models are also used in wind tunnels to design and verify the shape of cars or aircraft.

We see that these types of models are an integral part of our day-to-day life. Mathematical models on the other hand tend to be more complex, more exact but less accessible to the majority of people.

1.2.3 Uses of System Identification

There are several use cases for system identification procedures in industry and science. Some are named by [80]:

3How this model is created is not important here; but a large amount of it is certainly created by learning.
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System Analysis We want to obtain more insight in a certain system.

Prediction Given the current state of a system we want to be able to predict the behaviour of a certain system. The popular example is weather forecasting.

Simulation We want to simulate the behaviour of a system given only the input.

Optimisation We want to optimise a certain aspect of the true system but we cannot operate directly on it to find this optimum. Reasons may be cost, safety, security or time constraints.

Control We want to develop an advanced controller for a real process which involves a model of that process.

Fault Detection We want to be able to detect false behaviour of a true system by comparing the model output with the output of the true system.
Chapter 2

Formulation of the Problem

The problem that we want to solve during the system identification process can be described as follows: for a certain “real system”\(^1\), which we call \(\tilde{G}\) in this review, we need, for a certain reason\(^2\), a mathematical model. We additionally have a set of measurements for this “real system”. Such measurements can consist of measurements of output variables and parameters, together with associated measurements of the input variables and state variables. Sometimes the measurements are incomplete, sometimes biased, and often noisy. This total set of measurements we will conveniently call *data* from now on.

The problem we have to solve now is the following: how can we create a mathematical model for the “real system” \(\tilde{G}\), *guided by available data*, such that it is “good enough” for our purpose?

To introduce a mathematical notation we will now formulate the problem in a more formal way: we are in search of a *mathematical model operator* \(G\) that approximates the real model operator \(\tilde{G}\) in such a way that

\[
d = G(x, m)
\]

and \(\|d - \tilde{d}\|\) is small in some norm for all possible input/output combinations\(^3\). The letters represent throughout the review the following quantities:

- \(x\) are input variables, including observable disturbances,
- \(m\) are model parameters, including non-observable disturbances,
- \(d\) are outputs of the model and
- \(\tilde{d}\) are the measured outputs of the real system.

In addition to the model operator definition and parameter estimation problems the considered system may be time dependent. Remembering from section 1.1.2.3 that this introduces a state into the model we see that the additional problem of correctly estimating the model state variables may also be put on us.

This system identification problem came up in many quite different contexts during history. Thus several views on the problem have developed, which I will present to you now.

\(^1\)By this I mean a certain part of reality that has not yet undergone any modelling. So strictly speaking it is not yet a system, as part of system identification is the extraction of the system from its surroundings.

\(^2\)Some possible reasons are given in section 1.2.3.

\(^3\)Here we will not define from which spaces the operator and the quantities are as this should only motivate a mathematical view.
2.1 Three Different Views on the Problem

I have sorted the different views into three main categories. The most generic view we can take on the system identification problem is a fully probabilistic one, which is the first one I will present now. The other two views are motivated from a more practical point of view and came up in different application fields.

All views are somehow mutually connected, of course, as they essentially deal with the same problem. This becomes especially apparent when some special assumptions on the involved uncertainties are made. Connections will be pointed out where appropriate.

2.1.1 Probabilistic View

The most generic view we can take is to regard the set of conceivable models of the system and the set of possible measurements as abstract manifolds, which is done in [103, p. 1–40] or [78]. They introduce probability densities on these manifolds, which they then use to formulate the “state of information" the researcher has with regard to the problem: the physical model itself, which connects the input variables, the parameters and the output, is a probability distribution which accounts for uncertainties like the lack of knowledge of the researcher or imperfect parametrisation. This probability density they call the “theoretical probability density”.

The solution of the inverse modelling problem is introduced as a probability density, too: the conjunction of prior knowledge with the theoretical probability density gives the posterior probability density $\sigma$ through the updating equation 2.2:

$$\sigma(d, x, m) = k \frac{\rho(d, x, m) \theta(d, x, m)}{\mu(d, x, m)}.$$  

(2.2)

Here $\mu(d, x, m)$ represents the so-called homogeneous state of information and $k$ is a normalising constant. This equation is a slightly modified version of equation (1.83) of [103, p. 32], adopted to my notation. It solves a very general problem, which is specialised for the more common particular cases in [103, p. 33ff]. The usage of the model operator $G$ is “hidden” in the pdf $\theta$, where it relates possible inputs and models to possible simulated measurements.

The solution to inverse problems (the specialisation of equation 2.2 which is of importance in this review) is given by

$$\sigma_M(m, x) = k \rho_M(m, x) \int_D \frac{\rho_D(d) \theta(d|m, x)}{\mu_D(d)} \, dd = k \rho_M(m, x) L(m, x).$$  

(2.3)

Here $\sigma_M(m, x)$ is the posterior information on the model- and input variable space (the updated state of information), $\rho_M(m, x)$ is the prior information on the model- and input variable space, $\rho_D(d)$ is the prior information on the output variable space (data space, measurement space) and $\theta(d|m, x)$ is the theoretical information on the output variable space, given the model- and input variables. $\mu_D(d)$ is the homogeneous state of information on the output variable space and $k$ is a constant. The integral part is also called the model likelihood function for $m, x$, which we abbreviate as $L(m, x)$. We can describe the equation in a sentence: the updated state of information is the prior state of information times the model- and input data likelihood (given the measured output data of the real system), times a constant.

In practical problems the modelling uncertainties can often be neglected [103, p. 34ff]. Then we have $\mu_D(d) = const$ and $\theta(d|m, x) = \delta(d - G(m, x))$, where $G$ is again the mathematical

---

Note that this nice book is generously made available for free by the author as PDF download from his web-page.

They do not distinguish between input and parameters and call them “model parameters”.

In their notation the measured system output is simply called “measurements”.

It is really the solution. Please see [103, p. 33f] for the reasoning and why the pdfs can be modified like this.

Here we have to assume that the data space is a linear space. See [103, p. 34] for details.
model operator from equation 2.1 on page 11. Then the likelihood function simplifies to \( L(m, x) = \rho_D(G(m, x)) \), so all in all our solution equation 2.3 on the preceding page becomes in this case

\[
\sigma_M(x, m) = k \rho_D(G(m, x)).
\]  

That equation avoids the computation of an integral over the data space to evaluate the model likelihood function.

To summarize we can say that the central focus of the probabilistic view is to compute \( \sigma_M(x, m) \) (generally: \( \sigma(d, x, m) \)), but this is not necessary for solving equation 2.3), the pdf representing the best possible solution to the inverse problem, as exact as possible (given the data).

**2.1.2 Ill-posed Optimisation Problem View**

The ill-posed optimisation problem view (as I call it) works in a quite different way. If we look again at equation 2.1 we can quickly identify the solution with a “simple” algebraic manipulation. Given the measured data \( \tilde{d} \) of the real system we can write it down as:

\[
(x, m) = G^{-1}(\tilde{d})
\]  

(2.5)

We simply use the inverse model operator to compute the model and the input from measurements. Unfortunately this solution has two problems.

The first is that the (hypothetical) inverse model operator \( G^{-1} \) does not generally depend continuously on the data. Changing the input \( \tilde{d} \) slightly can result in very different output \( x, m \), meaning in very different models. It is also often the case that different choices for \( m \) result in the same model output \( d \), meaning that the operator \( G \) is not injective. This becomes clear if we think about the size of the spaces from which \( x, m \) and \( d \) come from: the model space is generally much larger than the measurement space. This property is typical for so-called *inverse problems*, which are ill-posed in the sense of Hadamard [63, p, 10]. [20] calls \( G \) a smoothing operator, so \( G^{-1} \) is a rough operator (loosely speaking) which has exactly the problem of not depending continuously on the data (see also [59]).

The second problem we have to consider is that the measured data \( \tilde{d} \) stems from a real physical process and was obtained using a device with limited accuracy. Thus it always contains measurement errors of a certain magnitude so that we cannot fully trust it. This has to be taken into account by the method, too.

Together these two problems impose serious difficulties in solving equation 2.5 directly. Simply computing \( \min_{x, m} \| G(x, m) - d \| \) in some norm using some optimisation procedure does not always lead to a satisfying result, so we have to employ special methods.

**2.1.3 State Space View**

The main focus of the state space view is quite different to the previous views as it is historically concerned with correctly estimating state variables \( s \) of a dynamic system model, not static parameters \( m \) of the model. Thus it can be seen as a complementary extension of these two views. But as it came up in many applications and independently from the previous two views I treat it separately.

An important assumption which is commonly applied in the state space view is that the underlying process is a Markov process\(^9\), meaning that the state of the current time step, \( s_t \), only depends on the state of the previous time step, \( s_{t-1} \).

\(^9\)It is possible to consider also non-Markovian processes in a probabilistic setting, but it is not very common [23, p. 5].
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The state space view on the problem can then be conveniently formulated using probability densities [23, p. 5], similar to the probabilistic view of section 2.1.1:

\[ p(s_0) \]
\[ p(s_t|s_{t-1}) \quad \text{for} \quad t \geq 1 \]
\[ p(d_t|s_t) \quad \text{for} \quad t \geq 1 \]

Here \( p(s_0) \) is the pdf of the initial state (which is usually guessed or somehow given), \( p(s_t|s_{t-1}) \) is the so-called transition equation and \( p(d_t|s_t) \) describes how measurements are related to the state. For these last two equations practical computations are performed using the model operator \( G \). Model parameters and input variables are not mentioned in this formulation but they can additionally be considered in the same way as in the probabilistic view. The solution to compute updated pdfs of the state variables and model parameters from measurements is then also given by applying the Bayesian theorem.

What sets apart this view and the methods that result from it is the pervasiveness of the time dimension: all methods exploit it and make \textit{sequential} updates to model states (and parameters, if any) along with the simulation runs. They are able to process information as it arrives. This quite different to the other two views where a time dimension does not appear in general – especially in the ill-posed optimisation problem view.

2.1.4 Discussion

The two most widely applied views are certainly the ill-posed optimisation problem view and the state space view. Both are quite different, though, and originate from different application fields. The more general, \textit{fully} probabilistic view is acknowledged by other scientists but not really exploited and propagated: its great generality and complexity limits its usability for practical purposes.
Chapter 3

System Identification Process

The process of system identification can be divided\(^1\) into the following steps, but, like [103] puts it, there exists “strong feedback [...] between these steps, and a dramatic advance in one of them is usually followed by advances in the other two.”. See also figure 3.1.

1. **Simplification** Put a system boundary with the purpose of the model in mind.
2. **Quantification** Find a minimal set of model quantities that fully describe the system. This especially includes the model parameters (see section 1.1.2 for a definition of model parameters), so this step is often called parametrisation.
3. **Forward modelling** Employment of mathematical formulae that can be used to make simulations for the system output given values for the model parameters and the input.
4. **Inverse modelling** Obtain actual values for the model parameters when given some values for the output of the real system, obtained by measurements.

This division essentially stems from [103, p. 1-2], but he only mentions the last three steps and misses the first one. In my opinion this is a very important step where we create the first model errors by simplification: we leave out or simplify relations of the system that seem to be of minor relevance.

Additionally it is important to mention that these steps are iterative, of course: if we identify problems in a later step that were caused by a previous one we have to go back to fix them. This possibly means re-doing those steps. In figure 3.1 this is depicted by the arrows connecting the steps.

The focus of this review is on the methods used in step (4). We will describe the basics for each step later in this chapter, describe the general process and thus motivate an overview. The following chapters will then treat certain aspects, especially of step (4), in more details.

Of course there are other divisions of the system identification process (see also section 3.2), but in this review I will stick with above division as it seems most appropriate to me.

### 3.1 The Four Steps Explained

#### 3.1.1 Step (1): Simplification

The question whether an influence (a relation!) from an entity is important, negligible or has potential to be simplified is an important and non-trivial question. It stands at the beginning of every system identification process.

---

\(^1\)This division is quite arbitrary, but it fits our needs. Other authors mention different divisions that fit their purposes. See also section 3.2.
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This step can be split up into two parts: considering influences from supersystems and considering influences from subsystems. Of course, defining which the sub- and supersystems are is also part of the action - and these are subjective steps which depend heavily on experience and knowledge. Thus this step is an inherently inductive one.

This part of system identification will not be discussed further in this review.

3.1.2 Step (2): Quantification

In the previous step we have tailored the system to our needs. Now we have to identify those quantities that we need to fully describe the system. The values for these identified input variables, constants and parameters form the basis for system output predictions of our model.

The choice of quantities is generally not unique. It is up to the researcher if he wants to use, for example, logarithmic values for a quantity or absolute values. Thus it is also a subjective, inductive step. Splitting up the quantities in input variables, output variables and parameters normally is a natural choice.

This part of system identification will not be discussed further in this review. There is an extensive discussion on parametrisation (as he calls it) in [103, p. 2ff, p. 159ff].

3.1.3 Step (3): Forward Modelling

There are different approaches to solve the forward modelling problem. The choice depends heavily on the intended usage of the model and on the available data. This step is discussed in more detail in chapter 4.

3.1.4 Step (4): Inverse Modelling

The step of inverse modelling takes the model created by the previous step and tries to identify missing values for parameters for it by comparing its input and output with measurements of the real system.

Inverse modelling today is performed with the help of a computer using some kind of method. These methodologies are the central focus of this literature review and discussed in chapters 5ff.
3.2 Other Process Organisations

[52] splits up the process of system identification into two parts with several steps and a strong connection between them: “Theoretische Analyse” (theoretical analysis) and “Experimentelle Analyse” (experimental analysis), which correspond roughly to steps (3) and (4) of [103]. [72] divides the process into three different steps and puts them into the “system identification loop” [72, p. 15]. In this loop he considers steps (3) and (4) but adds experimental design and model validation to the set of steps. [80, p. 7] has a similar structure, with full iteration loops starting from the last step “model validation”. But these steps basically form a more fine grained version of the process described here. [33] splits it up into two generic parts: “model structure selection” and “parameter estimation”, which roughly correspond to steps (3) and (4) in our division. [26] also sees experimental design as an integral part of system identification - they call it “choosing the regressors”.

To sum up, we can say that most authors do not employ the first two steps I mention explicitly. Some authors also see experimental design and model validation as part of system identification. In my opinion they are quite right to do so, but due to space constraints in this review I will not deal with these topics and keep the focus on inverse modelling.

Remark 3.1. Thinking in processes like it is done here has quite a strong stand in the software engineering world. There, several different, quite sophisticated processes to create software have been developed. They are able to handle the complexity and problems that arise throughout the process and even improve the processes themselves. It would be interesting to apply the results of software engineering more rigorously to system identification, and to create some kind of “standard process” which one can follow to create a reasonably good mathematical model for a certain system. See [7] for an overview of the processes used in software engineering.
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Forward Modelling

Forward modelling is the initial creation or selection of a mathematical model for the system under investigation. The choice of parameters and variables happened before (section 3.1.2), their actual values will be determined in a further step (chapter 5). In this step we formulate the connections that the parameters have.

This can be done in two quite different but nonetheless complementary ways: we can derive the model from first principles or we can use a general purpose model and adopt it to our system at hand. Of course, also combinations of these two are possible. Thus we end up with essentially three different types of models, each corresponding to one of the aforementioned approaches: white box, black box and grey box models. In this chapter I will discuss their properties with respect to my main topic, the inverse modelling problem, and present some examples.

4.1 White Box Models

White box models are derived from first principles in the respective scientific fields, with only a relatively small amount of parameters left. These parameters have an interpretation in the first principles used to derive the model. An example is the porosity percentage or the permeability value associated with a certain grid cell in an oil reservoir model.

In this review white box models are models in which prior knowledge dominates the model but still some parameters are left for the inverse modelling step. This view is different from “true” white box models where all internal workings are known in before and thus the models do not depend at all on data. This quite orthodox view would invalidate the inverse modelling step – which is a central part of system identification.

Examples for white box models (in my sense) are all models which are derived from (partial) differential equations. They describe a prior known connection between some quantities of a model.

4.1.1 State Space Models

An important special case arises when a time dependent system is modelled using a white box model. When the model is discretised to be tractable for a computer, time steps are introduced. This results in white box models including an internal state. This internal state (and thus the output) depends on the state of previous time steps and the parameters. If additionally the input is not observed, the output of such a model is called a time series (cf. section 1.1.2.3).

In many cases the additional assumption can be made that the state of the current time step depends only on the previous time step and the parameters. This results in a so-called Markov process model (see also section 2.1.3). Then the so-called Hidden Markov Model (HMM, see figure 4.1) or Gauss-Markov Discrete Time Model (as [3] calls it) can be applied which describes the evolution of a system without memory in which the state is indirectly observable through output variables. Generally this setting is described by equations 2.6 - 2.8.
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Figure 4.1: The Hidden Markov Model (HMM). It shows the general structure of equations 4.1, 4.2 and 4.3, 4.4, respectively. Their explicit time dependence was left out for simplicity.

For the linear case with additive, Gaussian noise such a model has been described in [3, p. 13]:

\[
\begin{align*}
    s_{k+1} &= F_k s_k + G_k w_k \\
    z_k &= H_k s_k + v_k
\end{align*}
\]  

(4.1)  
(4.2)

Here \( F_k, G_k, H_k \) are linear operators and \( w_k, v_k \) are independent, zero mean, Gaussian white noise processes\(^1\). This can be readily generalized to non-Gaussian noise, see for example [64]. The other direction is the generalization to non-linear operators [3, p. 194]\(^2\):

\[
\begin{align*}
    s_{k+1} &= f_k(s_k) + g_k(s_k) w_k \\
    z_k &= h_k(s_k) + v_k
\end{align*}
\]  

(4.3)  
(4.4)

The class of state space models describes the time structure and almost always also the error structure of a dynamic process. Often measurement errors and model errors are modelled and can then be treated by the estimation methods. The physical relations, on the other hand, are not touched and are generally modelled with a white box model – which is a quite useful property of these models. [80, p. 505] puts it this way:

The major advantage of a state space representation is that prior knowledge from first principles can be incorporated [...].

On the other hand, if a time dependent process cannot be modelled with a white box model because of lack of knowledge of the underlying process the field of time series analysis and time series models may be useful. Time series models are a special form of dynamic black box models and described in section 4.2.2.

4.2 Black Box Models

In black box modelling we choose a generic model structure or model family containing many parameters. These we have to determine in the inverse modelling step by taking measurements into account.

A property of this type of modelling is that the model parameters have no physical, biological or otherwise logical interpretation. We cannot verify them directly - this is possible only through model validation. We cannot use their values for further reasoning in the target domain. But we can develop inverse modelling algorithms that fit on the model structure and exploit the internals of the generic model.

\(^1\)For this model the famous Kalman filter [58] is an optimal estimator in the minimum mean square error sense (cf. section 8.1.3.1).

\(^2\)In this case, for example the extended Kalman filter [3, p. 195] can be used but naturally this filter is no longer optimal like the Kalman filter in the linear case (cf. section 8.1.3.2).
4.2. **BLACK BOX MODELS**

4.2.1 **Static Black Box Models**

Static black box models can be used to model time independent systems of various types. I will now mention the most popular models, sorted approximately by complexity.

4.2.1.1 **Simple Models: Linear Equations, Polynomial Equations and Look-Up Tables**

The simplest static black box model is a set of linear equations. This model approximates the relation between input and output by a hyperplane in the \( n \)-dimensional space. The parameters can be determined for example by a least squares fit. A discussion of its properties can be found at [80, p. 220f]. A straightforward extension is to use polynomials instead of linear functions. Their properties are discussed at [80, p. 223f].

A different type of non-linear static models are look-up tables. They are the most common type used for low dimensional input spaces because of their low complexity, both conceptual and computational. They are discussed intensively at [80, p. 224-237].

These rather simple models are used often when model performance is of high importance: they can be evaluated quite fast, especially the look-up tables. [80, p. 451] explicitly suggests to try linear models in any case first and only move to more complicated models if the performance or accuracy is not satisfactory.

4.2.1.2 **Complex Models: Neural Networks, Fuzzy and Neuro-Fuzzy Models**

Artificial neural networks resemble the structure of biological neural tissue. The motivation is that this structure is very well suited for parallel, adaptive information processing. The two most important flavours of neural networks are the multilayer perceptron (MLP) networks and the radial basis function (RBF) networks. The parameters in a neural network are generally computed by an optimisation algorithm which usually exploits so-called back-propagation to compute derivatives of the output with respect to the internal parameters. This speeds up the optimisation process considerably, of course. Neural networks are discussed in [80, chap. 11].

Neuro-Fuzzy models essentially are fuzzy models which are (at least partly) learned from data and not designed by expert knowledge only. The two most important flavours are singleton neuro-fuzzy models and local linear (Takagi-Sugeno) neuro-fuzzy models. See [80, chap. 12-14] for a detailed description.

These more complicated models can be used for a huge class of different problems. For example the MLPs are especially suited for high dimensional systems, while RBF networks are better for low and medium dimensions. The latter ones can be reliably trained with linear optimisation techniques, whereas the MLPs require non-linear training methods. Interesting about neuro-fuzzy models is that it is (to a certain extend) possible to interpret the model with respect to the system, and also incorporate prior knowledge.

4.2.1.3 **Automatic Model Building: Genetic Programming**

A very different approach to forward modeling is created by the application of genetic programming (GP) [65] to this problem. GP is an evolutionary algorithm, so it belongs to the same class of methods like the ones presented in section 7.4.2 on page 32. The main difference is that instead of searching for parameters of a given model GP aims at iteratively building the entire computer code for the model itself in an automated way.

This task is, of course, considerably more complex and thus applications are quite limited. In [85] GP is applied to two “smaller” problems: stack filters and non-linear equation fitting to chaotic data. In [95] the so-called PIPE algorithm is applied to the more complex problem of learning strategies for soccer simulation playing.
Due to the complexity problem and the more general focus, which comprises much more than the inverse modelling aspect of system identification, further discussion of GP is omitted here. The reader is referred to other publications on GP methods, which include [97, 43, 96] (in addition to the monograph [65]).

### 4.2.2 Dynamic Black Box Models

In contrast to static models the following models are also capable of handling time dependency of the system. In some cases it is helpful to see these models in the context of state space models (see section 4.1.1).

#### 4.2.2.1 Linear Models

A considerable amount of linear dynamic models exists. They can be cast into the general form

\[
y(k) = \frac{B(q)}{F(q)}A(q)u(k) + \frac{C(q)}{D(q)}v(k)
\]  

(4.5)

or respectively

\[
A(q)y(k) = \frac{B(q)}{F(q)}u(k) + \frac{C(q)}{D(q)}v(k)
\]  

(4.6)

where \( k \) is the time index, \( q \) is the forward shift operator\(^3\), \( u \) is deterministic input and \( v \) is stochastic input (white noise). The process of system identification then has to determine values for the parameters of the polynomials \( A, B, C, D, F \). The notation is according to [80, 72].

Depending on which parts of the equation are different from 1 (for the polynomials) or 0 (for the input and noise) the resulting models have different names. For example,

\[
A(q)y(k) = B(q)u(k) + v(k)
\]  

(4.7)

is the famous autoregressive with exogenous input or ARX model, where we have \( F(q) = C(q) = D(q) = 1 \). In contrast the model of the form

\[
y(k) = B(q)u(k) + v(k)
\]  

(4.8)

is the finite impulse response or FIR model.

Further information on this type of models is available, for example, in [80, chap. 16].

#### 4.2.2.2 Non-Linear Models

There are several approaches to non-linear dynamic systems. The most general one is to replace the linear relationship in equation 4.5 with an arbitrary one, which we will call \( h \):

\[
y(k) = h(u(k), u(k-1), \ldots, v(k), v(k-1), \ldots, y(k-1), y(k-2), \ldots)
\]  

(4.9)

Then the problem of determining the linear parameters of this equation is extended to determining the non-linear function that relates the input to the output. According to [80, p. 548] these are called external dynamics models.

A more general framework is given by state space approaches where we have access to previous time steps only through a (possibly non-linear and noisy) measurement operator \( g \):

\[
m(k) = g(y(k), w(k))
\]  

(4.10)

Here \( w \) is a noise process acting on the measurement operator \( g \) and \( m \) is the result of the measurement operator when measuring \( y \) (usually simply called measurement).

---

\(^3\)The notation using polynomials in the forward shift operator \( q \) is created to be consistent with the conventional notation of the z-transform. See also [72, p. 81].
4.3 Grey Box Models

If this measurement operator is not able to deliver a complete set of measurements of all states we arrive at a class of models with internal states, which [80, p. 549 and chap. 17.3] calls internal dynamics models. These models are hard to identify as we have to identify the model $h$, the measurement operator $g$ and the internal states of the model to obtain a correct model.

Polynomial approaches to non-linear system identification now approximate the non-linear mapping $h$ by a polynomial of a certain degree and we are left with the task of determining its coefficients [80, chap. 18].

Another approach is to use neural networks and fuzzy models for the external dynamics approach described above [80, chap. 19,20], but also using neural networks with internal dynamics is possible [80, chap. 21].

4.3 Grey Box Models

Grey box models are, just as the name suggests, a combination of white box and black box models. The amount of first principles used is in balance with the amount of experimental data [80, p. 16]. Grey box modelling is also known as semi-physical modelling [33].

4.4 Literature Summary on Model Types

[54, p. 5–6] divides the model types into “phenomenological models” and “behavioural models”. This essentially corresponds to white box and black box models. He further divides the phenomenological models into “parametric” and “non-parametric” models. The first kind are models like “state space models” and “transfer function models”, the second kind “impulse- or step-response models”, “frequency response models” or “power spectral density models”. Most other literature uses the same distinction between white box, black box and grey box models as presented in this review.

4.5 Discussion

White box modelling is more time consuming than black box modelling, at least in the forward modelling step. We need detailed domain knowledge to design the model. But it provides good understanding of the true system and is reliable. Such models are often used for extrapolation purposes. They can also be used for planning, construction and design purposes, as we can sometimes even build them without having any measurements of the true system.

Black box models, on the other hand, tend to be easily derived, even without explicit domain knowledge, by simply incorporating the measurements into a generic model structure. A big advantage is that we can use these models even if we do not have any understanding of the true system. Drawbacks are that we cannot use them for reliable extrapolation. Their accuracy is limited by the measurement errors. As they are based heavily on measurements we can use them only for existing systems [80].

4.6 Choosing a Model Type

Important criteria for choosing a model are:

- For which application is the model intended?
- Which information sources are available?
- Which features do we need and which drawbacks do we allow?
In this review I use the model type distinction from [80, p. 15–16]. It seems logical that in system identification (which deals with “true systems” and “measurements”, after all) there are only shades between the extreme model types “white box” and “black box”, and true white box or black box models are seldom used.

4.7 Further Reading

In this review I only scratch the parts of forward modelling which are relevant for the inverse modelling step. There is of course much more to this topic. See [100] for a nice article on “modelling as a discipline” with some anecdotes on improper modelling. [80] contains much information on linear/non-linear static/dynamic black box modelling. An attempt to structure many probabilistic models into a unifying framework called “Bayesian programming” is made by [21].
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Inverse Modelling

In the inverse modelling we finally determine the actual model parameter values which were left over from the forward modelling step by taking into account measurements of the true system, involved uncertainties and modelling issues.

5.1 Methods Corresponding to Views

The methods which are available depend on the view that one takes on the problem as described in chapter 2:

- The **probabilistic view** leads to methods which update the “state of information” [103, p. 6] one has on the problem. These are often Monte Carlo methods which aim at solving the update equation 2.3 on page 12 by stochastic sampling. But special assumptions on the involved uncertainties lead to deterministic methods (which also make the connection to least squares (optimisation view) and Kalman filter (state space view) methods).

- The **ill-posed optimisation problem view** leads to so-called regularisation methods which help to minimise the ill-posed inverse problem of equation 2.5 on page 13. Basically they introduce additional knowledge one has on the solution into the equation and by this make it “regular” (hence the name). Then the inverse problem can be solved by standard optimisation procedures.

- The **state space view** naturally leads to sequential methods, as the view itself is centred around the sequential nature of the problem.

These three different groups of methods are not clearly separable and have some common features. But for the sake of a structured approach I will try to sort them into three groups:

- **Probabilistic Methods** are, naturally, mainly employed in the probabilistic view. They do not genuinely employ an optimality argument in their derivation, mainly as they try to solve the fully probabilistic update equation – and by this theoretically compute the full solution to the inverse problem as defined by [103].

- **Optimisation Methods** are the combined group of regularisation and optimisation methods. They primarily try to find a single, somehow best solution to the inverse problem, possibly with some attached error estimation. Note that there are stochastic optimisation methods, but in contrast to above methods they only compute a single, somehow optimal solution, too.

- **Sequential Methods** are the methods associated with the state space view on the problem. Historically they are deterministic optimal filters, but over the last years and the increase of computing power stochastic filters (so-called sequential Monte Carlo methods) gained much importance.
5.2 The Following Chapters

In the following three chapters I present the most important types of algorithms for each view. The main separation I use there is between deterministic and stochastic methods, which essentially come up in all three views. Examples of concrete algorithms and literature references accompany them.

5.3 Stochastic Methods

Stochastic methods are generally known as “Monte Carlo methods”. The name was already coined by the seminal paper from Nicholas Metropolis and Stanley Ulam [77]. They describe it as originating from statistical mechanics where one is not considering individual particles but sets of particles. And that sets of particles have also been used to approximate continuum physics.

Monte Carlo methods employ (pseudo-) random numbers to conduct their experiments. Their aim is to compute the solution of a problem as a statistical approximation derived from this large numbers of experiments. The original method has been modified and optimised in several ways since its first appearance, resulting in a whole family of Monte Carlo methods. Those which are applicable to the problem of inverse modelling I will mention in the respective section of the next three chapters.

5.3.1 Monte Carlo Methods: Example

An illustrative example is the approximation of $\pi$ by means of a Monte Carlo method: draw as many uniformly distributed random tuples $(x_1, x_2) \in [0, 1]^2 \subset \mathbb{R}^2$ as you can. If $N$ is the total amount of experiments and $M$ is the amount of experiments that results in tuples which lie within the quarter of the unit circle which corresponds to $[0, 1]^2$, then an approximation for $\pi$ is given by $4 \cdot N/M$.

5.3.2 Simple Monte Carlo Methods

Above example illustrates how simple randomised algorithms can work: they do a large amount of independent experiments and compute statistical values from the outcomes. There are many examples of such methods, for example the Miller-Rabin-Test for primality or above method to approximate $\pi$. Numerically evaluating integrals is also possible by evaluating the integrand at uniformly distributed, random positions within the integration limits. The simple Monte Carlo approximation for the value of the integral is the expected value computed from all experiment outcomes. It can be shown that this value converges to the true value of the integral almost surely as the number of experiments goes to infinity.

The methods used in inverse modelling are often much more sophisticated to speed up the solution process, but the central idea of conducting many experiments is still there.
Chapter 6

Probabilistic Methods

Probabilistic methods essentially discretise equation 2.3 on page 12 by drawing samples from the posterior distribution $\sigma_M(m,x)$ using a certain sampling procedure. In some cases this “sampling from the posterior” can be done in a deterministic way\(^1\), using additional assumptions. But most of the time, additional assumptions do not hold and we have to revert to more general methods. Thus the probabilistic mainly relies on stochastic sampling procedures. Their main difference to stochastic optimisation methods described in section 7.4 on page 32 is that the results have a clear statistical meaning and we can compute statistical moments from them. In optimisation we can only search for a single solution which possibly has some probabilistic interpretation, like maximum likelihood point etc.

With stochastic filters, described in section 8.2 on page 39, things are different: most of them have a probabilistic interpretation. But their origin is different, so we treat them independently.

6.1 Deterministic Probabilistic Methods

Deterministic probabilistic methods solve the “state of information” update equation using deterministic methods. This needs assumptions on the involved uncertainties. The most important and best known example arises when all involved uncertainties are Gaussian and the model function $G$ is linear. Then the posterior distribution is also Gaussian and it can be fully represented by a mean value and a covariance matrix. The more non-linear the model $G$ is, the further away the posterior distribution is from being Gaussian - but in some cases we can live with that error and use the methods nonetheless. An intuitive idea about “how far we can go” with this is given by figure 3.2 of [103, p. 65].

In the case of Gaussian (or at least sufficiently similar) uncertainties, the mean and covariance can be computed using standard optimisation methods, as presented in [103, p. 62ff]. So I will not present any concrete methods here and point the reader to chapter 7 on page 29.

6.2 Stochastic Probabilistic Methods

Stochastic probabilistic methods are called *sampling* methods. They are exactly what we need to solve equation 2.3 on page 12: they are able to create random samples from the posterior distribution. They can be used to sample from arbitrary posterior distributions, but the main drawback is: they are often horribly slow from a computational point of view. Especially when the likelihood function cannot be simplified as in equation 2.4 on page 13, we have to do at least one integration over the input variable space for each sample we get – and often a lot more.

\(^1\)This is not called sampling anymore, of course. It often results in a least squares problem, which is solved with the help of optimisation methods.
CHAPTER 6. PROBABILISTIC METHODS

6.2.0.1 Inversion Method

The inversion method is simple and efficient, but not often applicable. For a given pdf $f$, if we are able to give its cumulative distribution function (cdf)

$$F(x) = \int_{-\infty}^{x} f(x')dx'$$  \hspace{1cm} (6.1)

and invert it, namely give an explicit formula for $F^{-1}$, we can create samples from $f$ by sampling from the uniform distribution $U(0,1)$ and “putting them through” the inverse cdf. It is easy to show that this method is correct, e.g. [103, p. 48].

6.2.0.2 Acceptance-Rejection Method

Acceptance-Rejection (A-R) method (sometimes only called “rejection method”) creates samples from a target density using a proposal density (often called “blanketing function”) from which samples can be simulated. The algorithm was used by John von Neumann, but can be dated back to “Buffon’s needle”.

It essentially simulates a sample from the blanketing function and then tests if it is rejected according to a simple rule. If it is not, it represents a sample from the target density. This method works for low dimensions. For higher dimensions the probability of a rejection is too large and it takes too much time to create a reasonably sized set of samples from the target pdf. See for example [16] for a short overview.

6.2.0.3 Metropolis-Hastings Sampling

More sophisticated Monte Carlo methods are sequential sampling methods. The most popular sampling methods are Metropolis-Hastings [76, 46] (M-H) and a special case of it, the Gibbs-Sampler [36]. They are Markov Chain Monte Carlo methods which sequentially sample from an unknown target distribution using a proposal distribution – so they are similar to A-R sampling. The main difference is that the experiments they conduct are not independent from each other - they form a Markov chain, often called a “random walk” in this context.

For the proposal distribution we have to be able to calculate the probability to move to another state given a current state (and back, if it is not symmetric). For the target distribution we only have to be able to calculate its probability. An important advantage of M-H-sampling is that we do not have to take the normalising constant $k$ into account. A self contained, well written introduction to the Metropolis-Hastings algorithm can be found in [16].

There are also extensions and improvements to this basic algorithm: for example the “multiple-try Metropolis” sampler proposed by [71]. It involves local optimisation steps into the M-H-sampler. According to them numerical studies show that it performs significantly better than the traditional M-H-sampler.

6.2.1 Simulated Annealing

Simulated annealing (SA) is a method designed to obtain the maximum likelihood point of the posterior probability density. It is an optimisation algorithm, but it uses a M-H-sampler at its core to obtain this point, so we can also count it to the stochastic probabilistic methods – the probabilistic interpretation of the result is that it is the maximum likelihood point. [103, p. 54f] quickly points out the connection to the M-H-sampler and gives a simple example. See also section 7.4.3 on page 33 for more information on SA.
Chapter 7
Optimisation Methods

For the optimisation problem view the first important step is to formulate the problem in a correct, consistent and well-posed way. As we are dealing with ill-posed optimisation problems we have to put special attention to the well-posedness.

7.1 Formulation of the Optimisation Problem

To formulate the optimisation problem we have to think about some questions.

What is the criterion for a “good” solution? This is often a straightforward question to answer: taking the difference between measured data and the output of the model (the error) and measuring it in some norm is the most common one. The criterion for a good solution is called “objective function” in the context of optimisation.

But sometimes several concurring answers exist and have to be treated. We then have to decide whether we want to combine them in advance and treat them as one target or if we want to consider all of them and perform a trade-off between them later. The latter approach requires to use so-called multi-criterion or multi-objective optimisation methods.

In this review the cost function involved in variational methods is seen as a special type of objective function\(^1\). It is often a weighted least squares formulation which is minimised using standard algorithms described in this chapter. Thus variational methods are also treated in this chapter (section 7.5 on page 34).

How do we want to treat outliers in the data? There are different ways to measure the error between the output of the true system and the output of the mathematical model. The most famous is the family of \(l_p\)-norms:

- \(p = 1\) results in “sum of absolute residuals”. It does not pay much attention on outliers.
- \(p = 2\) results in “least squares”. The weight on outliers increases quadratically.
- \(p = \infty\) results in “minimax approximation” or “Chebyshev approximation”. It puts infinitely much weight on the outliers as they alone determine the norm.

Other treatments are possible, for example weighted norm approximation or even a generic penalty function approximation [11, p. 291ff].

\(^1\)This is also done elsewhere, e.g. [92, section 3].
Are there constraints on the parameters? If there are constraints put on the parameters which cannot be eliminated by a change of variables we have to use special optimisation methods to treat them.

Do we have to improve the condition of the problem? To be able to solve an ill-posed optimisation problem satisfactorily it is often necessary to introduce additional information on the solution. This process is known as “regularization” and discussed in section 7.6.1.

7.2 Choosing an Optimisation Method

The choice of method is heavily dependent on the formulation of the optimisation problem and the type of model used. But there are also additional aspects which I will discuss now.

Is it a convex or non-convex problem? In most literature there is a differentiation between linearity and non-linearity of an equation, also for optimisation problems. But in the last few years it became clear that the more important distinction is between convex and non-convex problems [11].

Convex problems can be solved almost as efficiently as linear ones and even with very similar methods as they have a single global solution. Non-convex problems can have several local minima and many optimisation algorithms tend to get stuck inside one of them (depending on the starting value), although there are methods that try to mitigate this (tunnelling methods).

Do we need a locally or globally optimal solution? The answer to this question is tightly coupled with the previous one: it only makes a difference for non-convex problems. And there it makes a huge difference: identifying the global minimum for a non-convex problem is considerably more complicated and often virtually impossible.

The strength of stochastic optimisation methods (or meta-heuristics) is this global optimisation. They are able to “escape” local minima and move on with their search.

Are the model parameters discrete, continuous or mixed? If we have discrete or mixed model parameters the optimisation problem becomes more complicated: it is a so-called combinatorial optimisation problem and special algorithms have to be used.

To which degree do we need any uncertainty quantification? If your answer is “not at all” you’re probably wrong: in system identification we rely on measurement data. And measurements are inherently inexact; they always contain a “measurement error”. This is why reasonable sensors come with a “uncertainty quantification”. And this information we have to take into account when determining model parameters from noisy data.

This can be done by trying to obtain a quantification for the uncertainty in the model parameters based on guesses for the model errors and the measurement errors. Sometimes it is possible to use robust optimisation (e.g. [34]) approaches which incorporate a safety margin into their results.

Are continuous derivatives of the error- or cost-function available? If we have derivatives available we can use first, second or even higher order methods for optimisation. This will considerably speed up the process - but generally these methods cannot be used for global optimisation as they are only able to find the next local optimum, dependent on the start point of the search.

Can we exploit the model structure in some way for the optimisation algorithm? This can be a difficult question to answer. It is especially interesting for grey box and white box models, as black box models normally come together with specialised training algorithms (which is nothing else than the optimisation step).
7.3 Deterministic Optimisation Methods

Deterministic optimisation methods can be grouped by several properties. We will use the type of objective function they are applicable to as a differentiation criterion.

7.3.1 Discrete Methods

Discrete methods are used to find (mixed) integer solutions to linear optimisation problems. Examples of such methods are the cutting-plane method \([40, 41]\), branch and bound \([66, 17]\), and a combination of the previous two, called branch and cut.

7.3.2 Direct Methods

Direct deterministic methods find solutions to continuous optimisation problems by directly evaluating the objective function at certain points. No gradient information is used, so the objective function is not required to be differentiable.

The simplest example are so-called relaxation methods or univariate methods: they optimise one variable at a time and search for each the optimal value \([102]\). These methods are simple to understand and implement, but not very efficient.

Popular examples of more sophisticated methods are the (Danzig) simplex method for linear programs from 1947, for which no real seminal reference can be given \([18]\). An extension to non-linear objective functions is the Nelder-Mead simplex or downhill simplex \([79]\). On the way to modern convex optimisation lies the ellipsoid method or Nemirovsky-Yudin-Shor method independently proposed by Nemirovsky and Yudin (and a special case of something which Shor developed) in 1976-77. It was proven to solve linear programs in polynomial time by Leonid Khachiyan in 1979 \([61]\), which was a major step towards modern optimisation methods. In 1984 Narendra Karmarkar introduced the first of the famous interior point methods \([60]\), then also for linear programming only. Later Yurii Nesterov and Arkadii Nemirovskii showed how to use these methods for convex optimisation in general \([81]\).

7.3.3 First-Order Methods

First order methods not only use the objective function directly but also gradient evaluations of it. This gradient information (or at least an approximation to it) has to be available and accessible for these methods to work.

Univariate methods can also be combined with gradient information: they use the variable in which the gradient has largest absolute value \([102]\). But again, these methods are not very efficient.

More sophisticated first order methods are gradient descent methods or methods of steepest descent. They are iterative optimisation methods which uses the negative gradient information at the current point and go into that direction with a certain step size. It is often combined with a line search to determine the best step length at each iteration. Simple steepest descent was known at least as early as Cauchy \([15]\). A more recent example is \([31]\).

A problem of these methods is that successive optimisation steps may be taken in the same direction. This is especially a problem with linear optimisation and is mitigated by methods of conjugate directions, e.g. the (preconditioned) conjugate gradient method \([48]\). A non-linear conjugate gradient method is also available \([32]\) but due to the non-linearity the orthogonalisation step has to be re-done every few iterations \([32, 91]\). For linear problems this can also be the case.
due to numerical problems, although there are modified conjugate direction methods which try to mitigate this problem (e.g. [110]).

### 7.3.4 Second-Order Methods

These methods make use of the Jacobian of the objective function. The most popular one is of course Newton’s method\(^2\), sometimes also called Newton-Raphson method. It can also be modified to achieve better convergence for certain special cases. Then it is called a modified Newton method.

Quasi-Newton or variable metric methods replace the explicit evaluation of the Jacobian by an approximation, so they can be regarded to lie somewhere between first and second order methods. The most popular variable metric method today is BFGS [13, 14, 30, 39, 99] and a variant for large-scale problems called limited memory or L-BFGS [84, 70]. This was developed because the explicit formation of the approximate inverse of the Jacobian is generally a dense matrix, which is too large for large-scale problems. In L-BFGS this matrix is replaced by storing only the last \(n\) update vectors to this matrix.

### 7.3.5 Higher-Order Methods

There are also higher order methods, especially the family of Householder’s root finding methods [49]. They use higher order gradient information, so Newton’s method is the Householder method of order one. The next one, which uses Hessian information, is Halley’s method. But these methods are rarely used, as the expense of evaluating higher order gradients is not worth the improved convergence rates.

### 7.4 Stochastic Optimisation Methods

Stochastic optimisation methods are often heuristics derived from natural processes, like biological or physical ones. In these methods, (pseudo-) random numbers play an important role, so they can also be considered as extensions of the original Monte Carlo method (see section 5.3 on page 26), just like the methods described in section 6.2 on page 27. But the methods described below generally do not have a probabilistic interpretation.

#### 7.4.1 Random Search

While being probably the most inefficient optimisation method of all, it is also probably the easiest one: pick a random point in search space and evaluate the objective function. This can be efficiently parallelised, of course. When for some time no improvement could be made, the method has “converged”.

All of the following stochastic methods somehow incorporate aspects from this simple idea. They improve the convergence speed by introducing iterative structures and other clever ways to steer the random search towards optima. Many of these methods are heuristics, “rules of thumb”, as they have no mathematically rigorously provable structure, like, for example, the Newton’s method or BFGS. Nonetheless they have shown to come to good, applicable results.

#### 7.4.2 Biologically Motivated Methods

Methods derived from living beings are probably the most popular heuristics used in optimisation. They use a population of solutions which is iteratively improved using some strategy.

---

\(^2\)Originally Newton’s method is a root-finding method, e.g. it solves \(f(x) = 0\) for \(x\). But knowing that for \(f(x) = \min\) we have \(f(x)' = 0\) we can also use it for numerical optimisation.
7.4. STOCHASTIC OPTIMISATION METHODS

7.4.2.1 Evolution Biology

From evolution biology two main streams of methods have been derived: genetic algorithms (GA) [38] and evolution strategies (ES) [98]. They both use the analogy of a population of individuals where the fit (according to the objective) ones are allowed to reproduce with a higher probability than the less fit individuals. Reproduction is performed by recombining two (or even more) individuals to a new one, which is expected to perform better with a good probability. Additionally random mutations can occur.

Both methods differ essentially in the way they represent the individuals: GAs encode the solution values into binary strings. All operations of the GA, like recombination and mutation, are then performed on these genotypes. This resembles the actual biological process: the individuals, called phenotypes, are evaluated in their environment during life. But the recombination is performed on the genotype. This allows, for example, to encode mixed-integer problems like the travelling salesman problem and solve them using GAs.

ES are a little bit different: the operations are performed directly on the decision variables, which are expected to be a vector of real numbers. The difference between genotype and phenotype is smaller: the genotype may contain additional parameters of the algorithm which are optimised along with the decision variables themselves. This results in a self-adaptation process, which is a big advantage of this type of algorithms.

GAs and ES are also well-suited for multi-objective optimisation, for example see [111] and [19, 69].

7.4.2.2 Swarm / Group Behaviour

Another class of biologically inspired optimisation methods is derived from swarm or group behaviour. These methods also employ a population of individuals, but they are not “dying and reproducing” like in section 7.4.2.1.

For example in the “particle swarm optimisation” methods the individuals have a certain “speed” in the solution space and try to mimic the behaviour of the best performing individual. Of course, also for this algorithm many improvements and extensions are available. A good overview of “particle swarm optimisation” methods is given by [8, 9].

Further examples include the bee’s algorithm [90] or ant colony optimisation [22]. More “obscure” ideas of this area are harmony search [35], which mimics the improvisation of music players, and an algorithm mimicking bacterial foraging [86].

7.4.3 Physically Motivated Methods

The most popular optimisation method derived from physical processes is simulated annealing, introduced by [62] in 1983 and also independently by Černý in 1985[25]. It mimics the annealing of matter from high temperature. On its way the material is seeking a state of minimal energy. This behaviour can be used as a global stochastic optimisation method: the state of minimal energy is the global solution to the optimisation problem. But there is also a connection to probabilistic methods: at its root the simulated annealing method has a Metropolis algorithm, 6.2.1 on page 28. But as its original idea is to find a maximum likelihood point we consider it more as an optimisation method.

There is a multitude of additional and modified methods available, which try to circumvent problems of original algorithms and improve the convergence, either generally or for specific problems. Thus I can only mention a few of them:

The first example is stochastic tunnelling [108, 44], a generalisation of simulated annealing which tries to circumvent the “freezing problem” by tunnelling (see section 7.6.2 on page 36) energetically inaccessible regions.

Another one is quantum annealing, an extension of the classical simulated annealing, is another optimisation method motivated by physical processes. In addition to the temperature in simulated
annealing, it uses quantum mechanical characteristics of a physical system. This can be done by varying the masses of the constituent particles. It also has tunnelling (see section 7.6.2 on page 36) aspects in it. For details, see [29] and the references therein.

7.5 Variational Methods

The early roots of variational methods lie in the calculus of variations [55]. It deals with finding extreme values of a functional, so the variables here in general are functions. Thus it is normally an example of infinite dimensional optimisation. An illustrative problem from the history of calculus of variations is the Brachistochrone problem (see figure 7.1):

**Problem 7.1.** A bead is threaded between two points of different height with a certain distance in between. The bead can descent on this thread without friction under the influence of gravity. What is the shape of the thread that gives the minimum descent time between these two points?

Figure 7.1: The Brachistochrone Problem

The solution can be computed using calculus of variations, e.g. see [107]. The variational methods which are in use today have been derived from optimal control theory and objective analysis [83, p. 379].

Variational methods essentially replace a difficult problem by a simpler one with free, so-called variational parameters which must be fit to the problem, e.g. optimised [55, section 4]. In the context of inverse modelling a (often quadratic) cost functional, the objective function, $J[\psi]$ is formulated. The first variational derivative$^3$ of this functional, namely $\delta J = J[\psi + \delta \psi] - J[\psi]$, must approach zero when the arbitrary perturbation $\delta \psi$ goes to zero. This gives rise to the famous Euler–Lagrange equations, which can be somehow regarded as analogous to Fermat’s theorem in calculus.

But this also means that we have to compute variations of the searched-for variables – which in inverse modelling essentially means the computation of adjoint models. This is normally manual work and can range from “time consuming” to “impossible”, e.g. when the model equations are inaccessible or cast into proprietary computer code.

7.5.1 Representer Method

The representer method minimises the misfit between measurements and models in a least squares sense by minimising a cost functional, like all variational methods. Its distinguishing feature is

---

$^3$Therefore the name variational methods.
that the minimiser of the cost functional $J[\psi]$ is expressed as a linear combination of a solution without taking measurements into account (the forward model) and so-called representers which depend on the measurements. For each measurement one representer must exist. This decouples the Euler-Lagrange equations and renders them solvable.

[6] explains the representer method quite nicely using a single-phase Darcy flow in porous media as an example. [92] applies the representer method to a simple, one dimensional hydrocarbon reservoir model.

### 7.5.2 Variational Data Assimilation

Especially in meteorology and oceanography, but sometimes also in other scientific fields, the incorporation of measurements into a model is called “data assimilation”. The most popular variational methods for this application are 3D-VAR (three dimensional variational data assimilation, e.g. [105]) and its extension to the time domain, called 4D-VAR (e.g. [28]). The latter one uses not only the observations available at analysis time but also those from a specified time frame before analysis time.

Both methods essentially formulate the standard cost function and minimise it using standard optimisation algorithms. The necessary gradient information is often obtained by means of adjoint methods, e.g. [28]. So the 3D-VAR and 4D-VAR are not fixed algorithms which can directly be programmed into a computer. They are classes of methods which follow a common idea but may result in different implementations, according to the problem at hand.

Today, 3D-VAR and 4D-VAR are standard approaches used for weather forecasting. For example the “European Center for Medium Range Weather Forecasts” uses 4D-VAR approach [93].

### 7.6 Supporting Methods

These methods are not optimisation methods in their own right, but they are sometimes helpful, sometimes even essentially required, to obtain solutions to the inverse modelling problem.

#### 7.6.1 Regularisation

Regularisation methods introduce additional information into the process of parameter estimation. This information often comes in form of smoothness properties or norm bounds. Regularisation methods help to determine parameters from measurements by designing an approximate inverse of the model operator. This is necessary as computing the generalized inverse of the model often is an ill-posed problem. Regularization methods can consider noisy data and poorly known model equations as well. See [24] for a comprehensive introduction. [82] also contains much information.

Most theory is developed for linear (infinite dimensional) model operators, although some theory for non-linear operators is also available.

The most popular regularisation method is probably the Tikhonov regularisation, both for the linear and non-linear case. Iterative regularisation methods are the (linear and non-linear) Landweber iteration and the conjugate gradient method. Also well-known is the Levenberg-Marquard method, which can be derived as Tikhonov regularisation applied to a Newton step [24, p. 285].

Of course there are many variants and extensions to these approaches. For example see [73, 10, 20, 59].

Regularisation methods are popular with image and signal processing, Radon transform inversion (X-Ray tomography), inverse scattering but also parameter identification.
7.6.2 Tunnelling

Tunnelling [68] is an interesting technique to locate global optima. It uses any minimisation method to find a first (local) minimiser. Then it employs a special function to exclude this minimiser from further search and employs any minimisation method to minimise this “helper” function instead. The result becomes the starting point for the next minimisation of the original target function. The process is performed iteratively.

7.6.3 Homotopy Methods

Homotopy methods can also be seen as part of regularisation. But their generality justifies their separate treatment.

Homotopy methods split up the solution of a problem which is difficult to solve (whatever difficult may mean here) into a sequence of simpler problems. The major trick is to re-use the solution of the previous, easier step as starting point for the next step. This next step in turn becomes easier to solve if the solution of the previous step is “close to” the solution of the current step. This is a certain continuity requirement on the solution. If it is fulfilled the solver has to go only short steps when compared to the full way from the initial guess to the final solution. This is easier to do in an intuitive sense.

This approach can readily be applied to the regularisation parameter (often called $\alpha$) that arises in most regularisation methods. Such methods are also actively developed, for example see [75].

7.7 Model Structure Optimisation

It is also possible to perform an optimisation on the model structure. This is especially interesting for black box models (see section 4.2 on page 20), where the model itself has opaque parameters like number of hidden layers in a neural network. This type of optimisation will not be considered further in this review.
Chapter 8
Sequential Methods

Sequential methods are methods which sequentially (often called “recursively”) update their result with a measurement data stream. These methods use measurements of the real system and the model operator $G$ to approximate the unknown state $s_t$. This can be done for the state of current time step $s_t$ using measurements up to and including it – then the process is called filtering. If measurements from future time steps are also incorporated the process is called smoothing, and if measurements of only past time steps are incorporated the process is called prediction. These sequential processes, together with the variational methods described in section 7.5 on page 34, are also called data assimilation, especially in meteorology and oceanography.

Sequential methods are often used to make predictions on future states of the system under consideration, for example to predict stock market behaviour or to predict weather. But also making estimations of the current state can be a purpose, as in the radar tracking example. Smoothing can be used to gain more insight into the dynamic behaviour of a system.

8.1 Deterministic Filters

8.1.1 Recursive Least Squares Filter

The recursive least squares (RLS) filter essentially is the recursive equivalent to the classical least squares optimisation algorithm. Its formulation allows for sequential inflow of data (like all filters) into a least squares fitting problem. This makes it usable for online real time applications.

We can think of the least squares algorithm as Newton’s method applied to the quadratic loss function of least squares - which converges in each iteration step, as it uses curvature information of the target function (the Hessian) to find its minimum. This curvature information is in the quadratic case perfect, of course - so we do not have to iterate. We can safely say that “RLS is a recursive version of Newton’s method applied to a linear optimization problem” [80, p. 60].

The extension to non-linear target functions is simple: we end up with the “non-linear least squares” problem - which can be solved, for example, by applying Newton’s method to it. The resulting algorithm, though, is nothing else than the famous Gauss-Newton method. So in this yet simple but important algorithm we see a direct connection between optimisation algorithms and filter algorithms.

Remembering 6.1 we can also see a connection to probabilistic methods: in the linear case and with additive Gaussian uncertainties the solution is, again, given by solving a least squares problem [103, p. 64ff]. So in this “simple” case all views and the resulting methods are somehow “the same” (though they may differ in their derivation and implementation).

The RLS filter is actively developed, especially to reduce its computational complexity. These so-called fast RLS filters are employed in the field of control engineering, where they are used for online system identification [80, p. 64].
8.1.2 Least Mean Squares Filter

The least mean squares (LMS) filter, invented by Bernard Widrow and Ted Hoff in 1960 at the Stanford University, is essentially a recursive version of the method of steepest descent. It converges, of course, slower than RLS as it does not employ curvature information. On the other hand its computational complexity is even lower than RLS, so it makes sense to employ it in real time applications [80, p. 62],[47].

8.1.3 Kalman-Type Filters

Starting with the seminal paper of the Hungarian-American mathematician Rudolf Emil Kálmán in 1960 [58] a multitude of similar filters has been developed. They are more or less closely related, especially with the inherent assumption that the errors involved are additive and their pdfs are Gaussian distributed with known mean and standard deviation. In practice this so-called Gaussian assumption is relaxed to a certain extent, e.g. the filter is applied to problems where the error is “reasonably well” described using a Gaussian distribution.

The original filter and many of its successors are deterministic algorithms, although there have been also some interesting developments in the field of stochastic filters which use some of the mechanisms involved in the original filter.

8.1.3.1 Linear Kalman Filter

The original Kalman filter is closely related to RLS with forgetting [80, p. 65]. The main difference is that the quantities to be estimated are (dynamic) state variables instead of static parameters. For linear system models and measurement operators and additive Gaussian noise the original Kalman filter can be proven to be the optimal filter.

8.1.3.2 Extended Kalman Filter

The extended Kalman filter is the generalisation of the standard Kalman filter to non-linear target functions. It is suitable if the system model is slightly non-linear, meaning that it can be described by its first order linearisation (the Jacobian) sufficiently [3]. So essentially the linear transformation within the Kalman filter is replaced by the Jacobian. This approach has several problems:

- The filter is no longer optimal as in the linear case.
- Jacobian information must be reasonably sufficient to describe the non-linearity of the transformation. If it is not it may degrade the filter performance or, in the worst case, lead to filter divergence.
- Jacobian information must be available – this is not the case in all applications, e.g. when the transformation function contains discontinuities.
- Calculating the Jacobian matrix is, depending on the complexity of the transformation, subjected to derivation and implementation difficulties. These errors might cause unnoticeable problems that lead to erroneous filter behaviour or bad performance - which cannot always be detected.

To give a seminal reference for the extended Kalman filter is somewhat impossible - it seems to have been developed quickly after the original Kalman filter and many authors are cited with it in 1960s and 1970s. But the one who really came up with it is, at least to me, unknown.
8.2. STOCHASTIC FILTERS

8.1.3.3 SEEK Filter
In the singular evolutive extended Kalman filter the updating works in almost the same way as in the standard and extended Kalman filter. The difference is that the update is not allowed to be on the full search space dimension but only on a smaller subspace of it which is tangential to an assumed attractor in this state space. The basis for this subspace is obtained by the famous principal component analysis (PCA), also called empirical orthogonal functions. Details can be found in [89, 87, 88].

8.1.3.4 Unscented Kalman Filter
The Unscented Kalman filter was designed to fix a major problem of the extended Kalman filter. It employs the unscented transformation (UT) to propagate mean and covariance information (or even higher order information about a distribution) through non-linear operations by choosing so-called sigma points and putting them through the full non-linear operation. The result should reasonably describe the mean and covariance of the resulting distribution [56, 57].

8.1.4 Multi-modal Filters
Multi-modal filters are often based on maintaining a set of mean and covariance estimates. They can be used, for example, for multiple target tracking. Examples are the sum-of-Gaussian filter [2] and multiple hypothesis tracking [94].

8.2 Stochastic Filters
Most filter results have a certain probabilistic interpretation, also the stochastic ones. The stochastic filters make use of a set of numerical models that represent these statistics. This set is often called an ensemble in the context of stochastic filters.

8.2.1 Ensemble Kalman Filter (EnKF)
The ensemble Kalman filter was developed in 1994 by Geir Evensen, then at the Nansen Environmental and Remote Sensing Center (NERSC) in Bergen, for application with ocean models. It is a Monte Carlo technique similar to the sequential Monte Carlo filters described in 8.2.3 but it uses the assumption that measurement errors and model errors are Gaussian (or, at least, reasonably well described using a Gaussian distribution). This assumption allows the filter to use a state updating technique similar to the original Kalman filter (section 8.1.3) – in contrast to the particle weighting and re-sampling schemes used in SMC filters (section 8.2.3).

The main difference to the original Kalman filter is that the covariance information which has to be available for the Kalman updating step is derived from the ensemble of realisations instead of keeping and advancing a full, possibly extremely large, covariance matrix. The ensemble members are propagated forward in time using the full non-linear transformation and by doing so the covariance information is updated, too. Originally the filter was developed to mitigate problems with unbounded error growth in the extended Kalman filter when applied to a non-linear ocean circulation model [27, p. 36].

It can also be formulated as an optimisation algorithm: in [27, chapter 10] the Ensemble Kalman Smoother (EnKS), which essentially is an EnKF that propagates information also backwards in time, is shown to solve an optimisation problem in a Bayesian setting.

8.2.1.1 Parameter Estimation with EnKF
As the EnKF is a filtering technique it was developed for updating state variables. In this case the original application was to assimilate data into an ocean model. But as mentioned in [27, p. 123] the state vector can also be augmented with poorly known (static) parameters of the model, which are then updated with the same methodologies as the state variables.
8.2.1.2 Handling Model Errors with EnKF

The filter can also be used with imperfect models. [27, p. 175] shows how to introduce a time dependent stochastic forcing term with a parameter $c$. And even this parameter can be updated as correlations between measurements and this noise parameter will develop, according to [27, p. 180].

8.2.1.3 Localized Ensemble Kalman Filter

The standard Ensemble Kalman Filter suffers a so-called long-range spurious correlation problem [45, 1], where updates to state and parameters can be observed that are somehow far away from the source of information. According to [50] this is due to the small ensemble size: larger ensembles show that these long-range correlations actually do not exist. But for computational reasons we cannot simply choose such a large ensemble size, so different solutions have to be found.

The solution of [51, 45] is to create a localization matrix that depends on the spatial distance of state variables, parameters and measurements. This boils down to creating a matrix which contains the Euclidean distances of, for example, all relevant grid blocks of a 3D grid. The resulting distances are then put into a function with compact support, e.g. a linear function, that maps the distances to values between 1.0 (for the distance of a grid block to itself) and 0.0 (for the distance of two grid blocks which are far away from each other). The resulting covariance localization matrix is applied within the EnKF update equation using a Hadamard or Schur product.

There are also approaches which use other metrics than spatial distances for the computation of the localization matrix. For example [4, p. 65f] uses a stream line based metric to compute the localization matrix for an application with hydrocarbon reservoirs. The idea is that “information spread” along the stream lines of the hydrocarbon reservoir is fast and information spread by diffusion is slow. The result is that grid blocks that are connected by stream lines are “closer” to each other than grid blocks that are not connected in that way. Then again a function with compact support is applied and the result is used within the Kalman update.

Results obtained with these localization approaches show that they are very useful and can mitigate the above mentioned long-range spurious correlations significantly.

8.2.2 SEIK Filter

The singular evolutive interpolated Kalman (SEIK) filter is similar to the SEEK filter in section 8.1.3.3, only that the construction of the tangential space is now performed by a sampling procedure (which is why we consider it a stochastic filter). This sampling procedure is expected to reduce the approximation error of the attractor by a tangential space [87].

This filter bears some resemblance of the EnKF and in [88] some modifications to the original EnKF are proposed (use of a forgetting factor, adaptive scaling of the observation error covariance matrix) which were postulated by the author for his own filter developments in earlier articles. Especially the introduction of a forgetting factor has a huge positive impact on the filter performance, at least in the case of the strongly non-linear Lorentz model used in the article.

8.2.3 Sequential Monte Carlo Filters

In this literature review all stochastic filters that do not employ a Gaussian assumption on the involved error statistics are called sequential Monte Carlo (SMC) or particle filters. Note that EnKF (section 8.2.1) and SEIK (section 8.2.2) can very well be considered as special cases of these methods as they only involve additional assumptions, but the consequences that come from these assumptions make an impact on the filter algorithms which is huge enough to justify the separate treatment. [88, p. 1197] even thinks that “the particle filter has nothing to do with the Kalman filter”. While being able to understand the point of this statement I consider it a little bit too
8.3. FURTHER READING

strong: the theoretical relation is obviously there; the impact of the Gaussian assumption on the resulting algorithm is quite large, though.

SMC filters do not make any assumptions on the involved error statistics. They are, at least in the limit of infinitely many ensemble members, able to capture all non-linearities of the model correctly: every ensemble member is computed forward in time using the full non-linear model, like in the EnKF. But the updating procedure is different: SMC filters now only weight the ensemble members according to the data likelihood instead of directly modifying the members by a linear combination that reflects the data likelihood. This weighting leads to filter divergence very quickly, where one ensemble member attracts almost full weight while the others approach an almost zero weighting. The solution is an additional re-sampling stage, which is not present in EnKF.

Probably the most well-known SMC filter is the bootstrap filter published by N. J. Gordon, D. J. Salmond and A. F. M. Smith in 1993 [42].

Re-Sampling Problems in SMC Re-sampling the particles after weighting from a discrete distribution can be a problem if the system noise is low: new particles will be very close to each other if drawn from the same parent particle. [88, p. 1196] proposes to take a certain continuous replacement distribution which approximates the discrete one.

8.2.3.1 Unscented Particle Filter

The unscented particle filter [104] is a particle filter that uses the unscented Kalman filter (section 8.1.3.4) to create the importance proposal distribution. According to the author it should outperform standard particle filters, extended Kalman filters and unscented Kalman filters.

8.3 Further Reading

Algorithms that not only incorporate information into the current analysis of the state but also backwards in time are called “smoothers”: they smooth the whole time series and not only update the current state. Due to their similarity to filters they were not treated separately in this review, but a recent overview of smoothing algorithms for state space models is given by [12].

[83] performs a comparison of EnKF, EnKS and representer method. The sequential methods seem to be more suitable for forecasts, while the variational method is better for analysis.
Chapter 9
Discussion

This discussion covers the last three chapters and points out important aspects, similarities and
differences for the three different views and their methods.

9.1 Connections of the Views

Especially when the Gaussian assumption comes into play, all three views move together. They all
have some methods in stock which deal with least squares-like problems. For example, according
to [82, p. 17], Wiener filtering can be seen as “probably the earliest application of regularization
techniques”. The Wiener filter originally was created by Norbert Wiener for optimal noise reduc-
tion of a signal. Wiener introduced additional knowledge by auto- and cross-correlation functions
of the noise and the signal and from this computed an optimal (in a least squares sense) filter
function to remove the noise from the signal.

So even at this early time we see connections between regularisation and filtering. And recursive
Bayesian estimation, as filtering is also sometimes called, makes the connection from the state space
view to the probabilistic view – there even for non-Gaussian problems.

9.2 Practicability

The probabilistic view, together with its methods, is certainly the most rigorous one. It gives the
reader much insight into the problem of inverse modelling, and especially [103] is worth reading.
But apart from least squares, essentially only sampling methods are used. This makes the view
practically impossible for larger problems.

The other two views are more pragmatic: they try to find at least an approximate solution,
which can be practically used, even though it may not be the best possible one. But [103] even
postulates that sampling methods should be used as a “movie strategy”: he says that we have
to look “at a movie of realizations” (meaning pictures of realisations) of the prior and posterior
distributions, and verify that they are adequate. Only then we can use these realisations to
compute statistics on them. For him, looking at the “best realisation” or the “mean realisation”,
even with accompanied error analysis, is not a proper way of dealing with inverse problems. But
this is what is done, especially in the ill-posed optimisation problem view. While I must admit
that [103] is right in a rigorous sense, sometimes one has to be more pragmatic than him and use
what one’s got to make any progress.

9.3 Parameter Estimation using Sequential Methods

The idea to treat uncertain parameters in the same way as state variables is quite popular, but
one has to keep in mind that almost all simulators used to compute the model forecasts were not
designed to handle time variant parameters – which essentially is what results when modifying parameters during a simulation. The partial differential equations forming the basis of such a simulator simply do not handle this. Despite the success of this method, the implications of this are quite unclear and the issue is simply not mentioned and neglected.

9.4 Uncertainty Quantification

It is often not sufficient to find a single model (a single set of parameters) as solution to the system identification problem. The problem is that the data that we use to identify the parameters is generally uncertain, too: it contains measurement errors. Together with the fact that the solution of the inverse problem stated in equation 2.5 does not depend continuously on this data this forces us to give, at least, a “best” solution and error bars on this solution. Better would be to compute a full probability density function on the model parameter space, of course. This would enable us to assess the quality of the solution, relate it to other uncertain data and depend possible decisions on this.

However this uncertainty quantification requires considerably more computational resources and was thus only used for small models. But together with the ever increasing computation power this type of uncertainty quantification comes more and more into reach, even for real world problems. Especially the methods employed in the state space view also incorporate aspects of uncertainty quantification.
Chapter 10

Summary and Outlook

The trend towards stochastic methods, let it be probabilistic methods, sequential methods or optimisation methods, cannot be overlooked and is mainly due to the ever increasing computing power. Today even realistically sized simulation models can be used in stochastic filters or sampling methods. Until lately, mainly stochastic optimisation strategies (giving only one, somehow optimal result) have been used. This trend towards even more stochastic methods shows that the solution of the fully probabilistic formulation will come in reach, at least for smaller problems.

Another important trend that can be seen when looking at the different methods is that for complex problems, stochastic population (or ensemble) based algorithms are quite popular in the state space view and the ill-posed optimisation problem view at the moment. Having different features and preferences, it is interesting and also challenging to combine aspects of methods coming from both views into new, more specialised (or even more general) hybrid methods. For the important aspect of uncertainty quantification, it is very interesting to think about the probabilistic view. The sampling methods used there may not be very usable, but due to the connection to the state space view and its quite efficient methods, aspects of a rigorous uncertainty quantification may also be possible to be embedded into such hybrid methods.
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