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Abstract
Numerical simulations of large nonlinear dynamical systems, especially over long time intervals, may be computationally very expensive. Model reduction methods have been used in this context for a long time, usually projecting the dynamical system onto a subspace of its phase space. Nonlinear Galerkin methods try to improve on this by projecting onto a submanifold which does not have to be flat. These methods are applied to the finite element model of a wind turbine, where both the mechanical and the aero-dynamical degrees of freedom can be considered for model reduction. For the internal forces (moments, section forces) the nonlinear Galerkin method gives a considerable increase in accuracy for very little computational cost.
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1 Introduction

The application we are aiming at is the fatigue investigation of the wind turbine. It has become standard practice in the wind turbine industry to base the fatigue assessment on Monte-Carlo simulations of the wind turbine model in turbulent wind. Due to the frequency content of the wind spectrum and the requirements from the Monte-Carlo simulation, this involves simulating the wind turbine for a long time, i.e. many revolutions of the turbine and many periods of the relevant eigen-frequencies of the wind turbine. Thus it is of paramount importance to have efficient procedures to do this. Model reduction methods thus come naturally, as they allow to reduce the number of degrees of freedom for the ensuing time integration. The horizontal axis wind turbine will be modeled by a system of interconnected beam finite element systems and is hence originally given by a system of partial differential equations. Instead of applying the nonlinear Galerkin
method to this original system, we shall first perform a finite element discretisation — a flat Galerkin projection — and apply our procedure to the resulting finite dimensional system. Due to geometrical and material modeling reasons the finite element model is rather detailed and far too large for long-time simulation of the system.

What is termed nonlinear Galerkin methods here has been used already in its simplest form for some while under other names, as in synergetics in the general context of reducing the behaviour of a system to the “important” or “essential” part, cf. Haken [17] for an account, and is called the “slaving principle” in that context. The mathematical background has subsequently been developed in the context of approximating — mainly dissipative — partial differential equations, cf. Temam [41]. Seen in an abstract setting, it may be regarded as approximating the dynamics of a system on the phase manifold by some projection onto a submanifold. The well-known Galerkin methods do essentially the same, but the submanifold is restricted at being a subspace, i.e. a flat submanifold. The nonlinear Galerkin method tries to improve on this by not restricting the submanifold to an affine subspace. It is a natural extension on the flat Galerkin method, in that it starts also from an approximation with a subspace. Now the additional variables, which will allow a non-flat approximating manifold, have to be defined.

There are several different ways in how these additional variables can be defined, and the simplest ones, also used in this work, will be explained in section 2. In many cases it may be assumed that the dynamics of the system is essentially only on a submanifold of phase space. These submanifolds, which may be the centre manifold near an equilibrium, or an inertial manifold, capture the main and essential dynamics of the system. Even if we can not show a priori that such a manifold exists, it has turned out to be advantageous in numerical calculations to just assume that it does exist, and to try to approximate it with an approximate inertial manifold (AIM), which will be shown in subsection 2.1.

In any case, having performed the model reduction, we would like to estimate the error. In section 3 we show how this can be done with dual methods, which is essentially computing the Green’s or influence function of the problem with respect to some functional of interest of the whole solution. For the sake of simplicity, the basic idea is first demonstrated in subsection 3.1 by applying it to a linear system of equations, and then extended to nonlinear systems in subsection 3.2 by linearisation. As we have both reduced the model to smaller dimensions and are also using a finite difference scheme in time in the actual numerical calculation, there are two distinct components of the error, which are analysed in section 4. The particular application of the combined method of model reduction controlled by error estimation by dual methods to a horizontal axis wind turbine is given in section 5, and some representative numerical results are shown in section 6.

In total we present a method which is capable of substantially reducing the
numerical effort involved in long time simulation of dynamical systems, where
the approximation error incurred through the model reduction may be estimated
and thus controlled.

2 The Nonlinear and Postprocessed
Galerkin Method

As remarked earlier, we shall assume that we are dealing with a finite dimensional
nonlinear dynamical system in order to avoid — for the sake of simplicity of ex-
position — questions of convergence. Where the system in question is originally
modeled with a system of partial differential equations in space and time, we as-
sume that it has already been discretised by some means in the spatial dimension.
In our case this spatial semi-discretisation has been perfomed with finite elements.
We start with an abstract setting, a nonlinear dynamical system where we seperate
the linear and the higher order nonlinear part:

\[ \dot{x} + g(x, t) = \dot{x} + Ax + h(x, t) = 0, \quad x \in \mathbb{R}^d \]

with \( Ax \) as linear and \( h(x, t) \) as nonlinear part of the system \( g(x, t) \).

For the solution \( x \) we make the ansatz

\[ x = Y_m \xi + Z_m \eta, \]

where the columns of the matrix \( Y_m = [y_1, \ldots, y_m] \) span the \( m \)-dimensional \( A \)-
invariant subspace \( Y_m = \text{span}\{y_1, \ldots, y_m\} \) formed by the first \( m \) eigenvectors

\[ Ay_j = \lambda_j y_j, \quad j = 1, \ldots, m, \]

and the columns of the matrix \( Z_m \) span the complementary subspace \( Z_m = \text{span}\{y_{m+1}, \ldots, y_d\} \) of the remaining \( d - m \) eigenvectors. Usually \( m \ll d \). Denote by \( Y_m \) and \( Z_m \) the corresponding matrices formed by the dual basis — the
eigenvectors of \( A^T \).

Substituting from Eq. (2) into Eq. (1) and projecting onto the spaces \( Y_m \) and
\( Z_m \) by multiplication with \( Y_m^T \) and \( Z_m^T \) from the left, we obtain two systems of
differential equations, coupled through the nonlinear term:

\[ \dot{\xi} + \tilde{Y}_m^T AY_m \xi + \tilde{Y}_m^T h(Y_m \xi + Z_m \eta, t) = 0, \]

\[ \dot{\eta} + \tilde{Z}_m^T AZ_m \eta + \tilde{Z}_m^T h(Y_m \xi + Z_m \eta, t) = 0. \]

The normal flat Galerkin method — which also uses \( Y_m \) for the weighting instead
of \( \tilde{Y}_m \) — sets \( \eta = 0 \) in Eq. (4) and integrates the resulting low-dimensional
system
\[
\dot{\xi} + \dot{Y}_m^T A Y_m \xi + \dot{Y}_m^T h(Y_m \xi, t) = 0.
\]
in time. The true solution of Eq. (1) is then approximated by \( x \approx Y_m \xi \).

Under the assumption that Eq. (1) has a low dimensional attractor, which can be described by a small number of degrees of freedom, we may assume that for a certain value of \( m \) and the correct separation of eigenmodes in \( Y_m \) and \( Z_m \) there exists a relation between \( \xi \) and \( \eta \), so that on the attractor the relation
\[
\eta = \Phi(\xi)
\]
holds. If this is the case, the resulting manifold is an inertial manifold of the system Eq. (1), sketched in Fig. 1. This means that on the inertial manifold the behaviour of all the higher eigenmodes is governed by the behaviour of the \( m \) lower eigenmodes. In synergetics, cf. Haken [17], this is called the “slaving principle”. By substituting Eq. (7) into Eq. (4) and integration of the resulting \( m \)-dimensional system
\[
\dot{\xi} + \dot{Y}_m^T A Y_m \xi + \dot{Y}_m^T h(Y_m \xi + Z_m \Phi(\xi), t) = 0,
\]
we obtain the reconstruction of the solution \( x = Y_m \xi + Z_m \Phi(\xi) \) without approximation error.

Many systems of differential equations are too complicated to prove the existence of an inertial manifold. In these cases the existence of an approximate inertial manifold (AIM) given by
\[
\eta \approx \Phi_{\text{app}}(\xi)
\]
is postulated. The utility of this assumption is justified \textit{a posteriori} by the error estimates and the reduced numerical work. Using the AIM and integrating

\begin{equation}
\dot{\xi} + Y_m^T A Y_m \xi + Y_m^T h(Y_m \xi + Z_m \Phi_{\text{app}}(\xi), t) = 0
\end{equation}

in time, the solution is approximated by \( x \approx Y_m \xi + Z_m \Phi_{\text{app}}(\xi) \). This approximation will not exactly represent the dynamics on the attractor, but it is assumed that this solution is better than the solution of the standard Galerkin method.

A drawback of the original nonlinear Galerkin method is the effort to evaluate \( \Phi_{\text{app}} \) in Eq. (10), which can be costly. This raised the question if instead of solving equation Eq. (10) one could equally well use the traditional Galerkin method with \( \hat{m} > m \) eigenmodes. This was addressed in the work of GARCÍA-ARCHILLA et al. [14], who developed a variant of the nonlinear Galerkin method, called the postprocessed Galerkin method: The authors show that it is often possible to obtain the accuracy of the system given by Eq. (10) with numerical effort corresponding to the integration of an \( m \)-dimensional Galerkin projection.

The idea is to split the eigenmodes into three groups, \( Y_m \) as before, but \( Z_m = [y_{m+1}, \ldots, y_{\hat{m}}] \) and \( \hat{Z}_m = [y_{\hat{m}+1}, \ldots, y_d] \). The exact solution could be described by

\begin{equation}
x = Y_m \xi + Z_m \eta + \hat{Z}_m \zeta.
\end{equation}

The variables associated with \( \hat{Z}_m \) are completely neglected by setting \( \zeta = 0 \), and the procedure is applied as before with the appropriate redefinition of \( Z_m \). The system given by Eq. (6) is integrated, and the approximate inertial manifold is only used when output is needed, i.e. to “lift” the solution onto the AIM at the time instant \( t_n \) needed for output,

\begin{equation}
x(t_n) \approx Y_m \xi(t_n) + Z_m \Phi_{\text{app}}(\xi(t_n)).
\end{equation}

This approach has been successfully applied to a problem in structural dynamics: LAING et al. [26] show for a vibrating shell that the postprocessed Galerkin method yields a similar accuracy as the nonlinear Galerkin method, but with less numerical effort. Linear variants of this procedure have long been known in structural dynamics under the term static correction, e.g. cf. [19].

\section{2.1 Calculation of Approximate Inertial Manifolds}

In any case, either for the full or the postprocessed nonlinear Galerkin method, we have to address the question of how to obtain the approximate inertial manifold \( \Phi_{\text{app}} \). A comprehensive summary regarding this question can be found in the paper by RUSSEL et al. [37]. Thus we limit ourselves to a short overview: Starting
from Eq. (5) one tries to find an approximation of the relation \( \eta = \Phi_{app}(\xi) \). This means the equation

\[
\dot{\eta} + \tilde{Z}_m^T A Z_m \eta + \tilde{Z}_m^T h(Y_m, \xi + Z_m \eta, t) = 0
\]

has to be solved, at least approximately.

This could for example be done with simple methods of low order in time: The so-called Euler-Galerkin AIM [13] uses the implicit Euler method to discretise Eq. (13) in time. With the time step \( \tau \), the initial value \( \eta = 0 \) and one fix-point iteration to find the solution of the resulting nonlinear system of equations we get the desired relation

\[
\eta = \Phi_{app}(\xi) = -\tau (I + \tau \tilde{Z}_m^T A Z_m)^{-1} \tilde{Z}_m^T h(Y_m, \xi, t).
\]

Another approach can be found in the work of Titi et al. [42]. The authors assume that the time derivative \( \dot{\eta} \) can be neglected (but not the variable \( \eta \) itself) and thus calculate a quasi-stationary AIM, the variables \( \eta \) follow the variables \( \xi \) instantaneously. In this case the algebraic equation

\[
g(\eta) := \tilde{Z}_m^T A Z_m \eta + \tilde{Z}_m^T h(Y_m, \xi + Z_m \eta, t) = 0
\]

has to be solved. This means the system of differential equations (4) and (5) is replaced by a system of differential-algebraic equations (4) and (15). The authors further propose to use a fix-point iteration with one or two iterations to solve the algebraic equation. Alternatively one can use the Newton-Raphson iteration. Since the numerical effort to calculate \( \Phi_{app} \) should be as low as possible, one fix-point iteration is preferred [26]. In our calculations we use this last proposal, but with the redefinition of \( Z_m \) already mentioned.

### 3 Error Estimation Using Dual Methods

As the methods described in section 2 involve some element of approximation in order to allow the reduction of the numerical effort, it is desirable to be able to control the error incurred through this procedure. The main feature of the approach presented here is the use of the adjoint or dual problem. When combined with the methods of section 2 it allows the trade-off between accuracy and numerical effort to be estimated and thus adjusted to the actual needs.

Solution of the dual or adjoint problem, which means the solution of a linearised problem in order to compute a Green’s or influence function, has long been used for the estimation of parameter sensitivity, e.g. in the process of design
optimisation [3, 20, 24]. But it has also been used in the estimation of the discretisation error of differential equations for use in adaptive methods in space and time.

Starting from the work of JOHNSON [21] and ERIKSSON et al. [10], where this approach is sometimes termed as goal-oriented error estimation, as it requires the user to give a functional of the solution — the goal — which is to be approximated, RANNACHER et al. [35, 5, 4, 1, 34, 6] have developed the so-called dual-weighted-residual method and used it for adaptive grid refinement in the finite-element discretisation of partial differential equations. This approach is also used in the error control of time stepping schemes for ordinary differential equations [11, 28, 27]. Additionally, the dual solution may be used to improve the already computed value of the desired functional [39, 15, 32]. For additional information concerning dual methods cf. KLEIBER [24] and MARCHUK [29].

3.1 Approximation of a Linear Problem

In order to introduce the method in its simplest setting, we shall — following [34] — apply it to a simple linear algebraic system. Assume that we have to solve

\[ \bm{M} \bm{u} = \bm{b}, \quad \bm{u}, \bm{b} \in \mathbb{R}^d. \]

Let \( \hat{M} \) and \( \hat{b} \) be approximations of \( M \) and \( b \) of the system Eq. (16), such that \( \hat{u} \) satisfies the approximate equation:

\[ \hat{M} \hat{u} = \hat{b} \]

Also assume that the quantity of interest is a functional \( J(\bm{u}) \) of the solution. As we compute \( J(\hat{u}) \), there is an error in the value of the functional compared with \( J(\bm{u}) \). In the simplest case \( J \) is linear and can thus be written as \( J(\bm{u}) = \bm{p}^T \bm{u} \). Here the vector \( \bm{p} \in \mathbb{R}^d \) defines the functional \( J \), which has the approximation error

\[ J(\bm{u}) - J(\hat{u}) = J(e) = \bm{p}^T e, \]

where \( e = \bm{u} - \hat{u} \) is the error in the solution and satisfies

\[ \bm{M} e = \bm{M}(\bm{u} - \hat{u}) = \bm{M} \bm{u} - \bm{M} \hat{u} = \bm{b} - \bm{M} \hat{u} =: \rho, \]

with the residuum \( \rho \). In order to estimate this error one may use the solution of the adjoint or dual problem: \( \bm{M}^T \lambda = \bm{p} \). With this we obtain:

\[ J(e) = \bm{p}^T e = (\bm{M}^T \lambda)^T e = \lambda^T \bm{M} e = \lambda^T \rho. \]
Hence we obtain an \( \text{\textit{a posteriori}} \) error estimate

\[
|J(e)| \leq \sum_{i=1}^{d} |\rho_i| |\lambda_i|
\]

with the “local” residuum \( \rho_i \), weighted with the “local” dual solution \( \lambda_i \).

## 3.2 Approximation of a Nonlinear Problem

Extension to nonlinear systems and nonlinear functionals is immediate via linearisation: Assume that we want to solve \( F(u) = 0 \), where \( F \) is some nonlinear function; and assume additionally that instead we solve some approximation \( \hat{F}(\hat{u}) = 0 \). The functional of interest is still denoted by \( J(u) \), now nonlinear with derivative \( DJ(u) \). The dual or adjoint problem is again linear:

\[
(DF(\hat{u}))^T \lambda = DJ(\hat{u})^T,
\]

where \( DF(\hat{u}) \) is the derivative (Jacobian matrix) of \( F \). The error in the functional may be estimated by linearisation \( J(u) - J(\hat{u}) \approx DJ(\hat{u})(u - \hat{u}) \), and from Eq. (22) we obtain

\[
J(u) - J(\hat{u}) \approx ((DF(\hat{u}))^T \lambda)^T(u - \hat{u}) = \lambda^T DF(\hat{u})(u - \hat{u})
\]

Now, again by linearisation \( DF(\hat{u})(u - \hat{u}) \approx F(u) - F(\hat{u}) \); and as \( F(u) = 0 \), we have from Eq. (23)

\[
J(u) - J(\hat{u}) \approx -\lambda^T F(\hat{u}) = \lambda^T \rho,
\]

with the residuum \( \rho := -F(\hat{u}) \). Hence we obtain at least approximately the \( \text{\textit{a posteriori}} \) error estimate of Eq. (21).

## 4 Errors from Model-Reduction and Time-Discretisation

After these general considerations in the last section 3, we turn again to our problem at hand, namely to analyse the error incurred due to use of the nonlinear Galerkin method. For linear problems this has been considered frequently in the literature, e.g. the error due to projection onto a combined modal and Lanczos-basis is considered in KLINE [25]. He comes to the result that the error is composed of two components: One is caused from the projection of the external loading onto the reduced basis, and the other one is due to the restricted ability of the reduced basis to represent the dynamics of the system.
JOO, WILSON and LÉGER [23] propose criteria for the dimension of the Lanczos-basis and also show, that loading components which are orthogonal to the basis are relevant for magnitude of the error. IBRAHIMBEGOVIĆ and WILSON [19] also consider the choice of basis depending on the spatial distribution of the loading as well as the frequency content, and give a priori criteria for the choice of basis, both for a modal basis and for Lanczos-vector basis. CABOS [7] gives a posteriori error bounds for linear vibration problems with harmonic excitation, which are solved with Krylov subspace techniques using a Lanczos basis. The error bound given for the error in a linear functional is very similar to the one considered here.

In the following an error estimate based on the dual methods from section 3 will be derived. It contains both the error due to use of the nonlinear Galerkin method (model reduction), and the one due to time-discretisation.

Here we use the cG(1) method (continuous Galerkin with piece-wise linear time functions) for time-discretisation, which may under certain conditions be shown to be equivalent to the NEWMARK method [31]. In our analysis, we follow JOHNSON [22]. Starting again with Eq. (1)

\[
\dot{x} + g(x, t) = \dot{x} + Ax + h(x, t) = 0, \quad 0 < t \leq T,
\]
(25)
\[x(0) = x_0, \quad x \in \mathbb{R}^d,
\]
we perform the reduction \(x \approx x_m = Y_m \xi\) to arrive at

\[
\dot{\xi} + \dot{Y}_m^T g(Y_m \xi, t) = \dot{\xi} + \tilde{g}_m(\xi, t) = 0,
\]
(26)
\[\xi(0) = Y_m^T x(0).
\]

To perform the cG(1) discretisation, we look for an approximation \(\xi_k\) of \(\xi\), which is continuous and piece-wise linear, and satisfies

\[
\int_{I_n} [\dot{\xi}_k + g_m(\xi_k, t)] \, dt = 0
\]
(27)
for each time interval \(I_n, n = 1, \ldots, N\). In order to write this equation completely in discrete form, a quadrature method for the integral has to be chosen. Here we select the trapezoidal rule and obtain for each time interval the equation

\[
\xi_{k,n} - \xi_{k,n-1} + \frac{\Delta t_n}{2} \left[ g_m(\xi_{k,n-1}, t_{n-1}) + g_m(\xi_{k,n}, t_n) \right] = 0,
\]
(28)
with \(\xi_{k,0} = \xi(0)\). With \(x_{m,k} = Y_m \xi_k\) the residuum is given by the expression

\[
\rho(t) = - \left[ Y_m \dot{\xi}_k + g(Y_m \xi_k, t) \right].
\]
(29)
Let \( \lambda \) be the solution of the adjoint equation (backward in time)
\[
- \dot{\lambda} + [A(t)]^T \lambda = p(t), \quad T > t \geq 0
\]
\[\lambda(T) = 0,\]
(30)
where \( p(t) \) defines the linearisation of some functional of the form \( J(x) = \int_0^T j(x(t), t) \, dt \), its action on \( q(t) \) given by

\[
DJ(x)q = \langle p, q \rangle = \int_0^T p(t)^T q(t) \, dt.
\]

The error in the functional may now be written as

\[
J(x) - J(x_{m,k}) \approx \int_0^T p^T(x - x_{m,k}) \, dt
\]
\[
= \int_0^T -\dot{\lambda} + [A(t)]^T \lambda^T (x - x_{m,k}) \, dt
\]
\[
\approx \int_0^T \rho(t)^T \lambda(t) \, dt + \lambda(0)^T (x(0) - x_{m,k}(0))
\]
\[
= \sum_{n=1}^N \int_{I_n} \rho^T \lambda \, dt + \lambda(0)^T (x(0) - x_{m,k}(0))
\]
\[
= \sum_{n=1}^N \sum_{j=1}^d \int_{I_n} \rho_j \lambda_j \, dt + \lambda(0)^T (x(0) - x_{m,k}(0))
\]
\[
\leq \sum_{n=1}^N \sum_{j=1}^d \sup_{t \in I_n} |\rho_j| \int_{I_n} \lambda_j \, dt + \lambda(0)^T (x(0) - x_{m,k}(0)).
\]

The parts due to model-reduction and time-discretisation as well as those due to
the approximation of the initial value may be clearly distinguished.

The solution \( \lambda \) of the dual problem, which can also only be done approxi-
mately, has to use smaller time steps, or higher interpolation order in the \( cG \) time
stepping procedure, or both.

5 Application to a Nonlinear Dynamical System

As application we consider the problem of simulating the dynamic behaviour of
a wind turbine in turbulent wind. The wind turbine consists of a tower, including
the nacelle, and three blades. Both tower and blades are discretised spatially using
the finite element method. In Fig. 2 a visualisation of the problem and in Fig. 3
the structural model is shown. To account for large deformations, non-linear beam elements are used to discretise both tower and blades. In the literature a number of non-linear three-dimensional beam elements can be found, see e.g. [38], [8], [18], [33], [9], mostly differing in the parameterisation and interpolation of rotations in three-dimensional space. In our case the implementation follows [8] and [16]; the elements have two nodes with six degrees of freedom \( \mathbf{d} = (\mathbf{u}, \mathbf{\theta})^T \) each, where \( \mathbf{u} = (u_x, u_y, u_z)^T \) describes the translation in the inertial reference frame and \( \mathbf{\theta} = (\theta_x, \theta_y, \theta_z)^T \) are the three components of the rotation vector. The inertia force, given by

\[
\mathbf{f}_{\text{kin}} = M(\mathbf{d})\ddot{\mathbf{d}} + \mathbf{\dot{f}}_{\text{kin}}(\dot{\mathbf{d}}, \mathbf{d}),
\]

is expressed in terms of the first and second time derivative of the nodal variables, denoted by \( \dot{\mathbf{d}} \) and \( \ddot{\mathbf{d}} \) respectively. \( M \) denotes the mass-inertia matrix and \( \mathbf{\dot{f}}_{\text{kin}} \)
is a non-linear term describing the Coriolis and centrifugal forces. The nonlinear internal force of the beam element is denoted by $f_{in}(d)$. A consistent linearisation of both internal and inertial force is obtained using a computer algebra program. The nonlinear external forces, i.e. aerodynamic and gravity forces, are denoted by $f_{ext}(\ddot{d}, \dot{d}, d, t)$. For the sake of brevity, and as it is not central to the subject at hand, we shall not address the complex nature of the aerodynamic forces and the methods for their efficient calculation in this paper. A detailed account of the procedure will be given elsewhere. The interested reader is referred to SPERA [40] and the references therein.

We obtain the equations of motion

$$f(\ddot{d}, \dot{d}, d, t) = 0,$$

(33)

$$d(0) = d_0, \quad \dot{d}(0) = v_0,$$

$$d \in \mathbb{R}^d, \quad t \in [0, T],$$
Since the aim is to perform long-term simulations under turbulent wind conditions, a reduction of the number of degrees of freedom is necessary to reduce the simulation time. We adopt an approach described e.g. in [2, 30, 16, 36] and references therein, the model reduction on substructure level. In the case of the wind turbine the substructures are the tower with nacelle and the three blades. For the following analysis we formulate the equations of motion of a substructure as

\[
\begin{align*}
M(d)\ddot{d} + K_0d + h(\ddot{d}, \dot{d}, d, t) &= 0, \\
K_0 &= Df_{in}(d_0) \quad \text{and} \quad h = f_{kin} + f_{in} - K_0d - f_{ext}.
\end{align*}
\]

with \( f = f_{kin}(\ddot{d}, \dot{d}, d) + f_{in}(d) - f_{ext}(\ddot{d}, \dot{d}, d, t). \)

We calculate the modal basis of each substructure by solving the generalised eigenvalue problem

\[
K_0y = -\omega^2 M(d_0)y
\]
to obtain the eigenvectors $y_j$ and eigenvalues $\omega^2_j$. The modal basis is thus defined as

\begin{equation}
Y_m = \{y_1, \ldots, y_m\}, \quad m \ll d.
\end{equation}

Substituting the reduced ansatz

\begin{equation}
d \approx d_m = \sum_{j=1}^{m} y_j \xi_j = Y_m \xi
\end{equation}

into the equations of motion and choosing the space spanned by the vectors $y_j$ as test space, the reduced system of dimension $m$ is given by

\begin{equation}
Y^T_m f(Y_m \ddot{\xi}, Y_m \dot{\xi}, Y_m \xi, t) = 0.
\end{equation}

Employing the implicit Newmark-scheme for time integration [31] and the standard Newton-Raphson iteration the algorithm to calculate the solution of time step $n + 1$ in the case of the normal Galerkin Method is given by

Set $i = 0$, calculate initial guess $d^{(i)}_{n+1}, v^{(i)}_{n+1}, a^{(i)}_{n+1}$

Calculate $\rho^{(i)}_{\text{red}}$ and $K^{(i)}_{\text{eff,red}}$

Start iteration, $i = i + 1$

Solve $\Delta d^{(i)} = -Y^T_m (K^{(i-1)}_{\text{eff,red}})^{-1} \rho^{(i-1)}_{\text{red}}$

Update Variables $d^{(i)}_{n+1}, v^{(i)}_{n+1}, a^{(i)}_{n+1}$

Calculate $\rho^{(i)}_{\text{red}}$ and $K^{(i)}_{\text{eff,red}}$

If $\|\rho^{(i)}_{\text{red}}\| \leq \epsilon \|\rho^{(0)}_{\text{red}}\|$ → stop iteration

Start calculation for next time step.

Here $K_{\text{eff,red}}$ denotes the reduced tangent matrix given as

\begin{equation}
K_{\text{eff,red}} = Y^T_m \left[ \frac{\partial f}{\partial a_{n+1}} \frac{\partial a_{n+1}}{\partial d_{n+1}} + \frac{\partial f}{\partial v_{n+1}} \frac{\partial v_{n+1}}{\partial d_{n+1}} + \frac{\partial f}{\partial d_{n+1}} \right] Y_m,
\end{equation}

$\rho^{(i)}_{\text{red}}$ the reduced residual

\begin{equation}
\rho^{(i)}_{\text{red}} = Y^T_m \left[ f(a^{(i)}_{n+1}, v^{(i)}_{n+1}, d^{(i)}_{n+1}, t_{n+1}) \right],
\end{equation}

and $a^{(i)}_{n+1}, v^{(i)}_{n+1}$ and $d^{(i)}_{n+1}$ the approximations of $\ddot{d}, \dot{d}$ and $d$ at time instant $t_{n+1}$ respectively.

In the case of the postprocessed Galerkin method together with the quasi-static AIM the algorithm changes to
Figure 5: Relative bending moment error, 10 primary and 140 secondary modes

Set $i = 0$, calculate initial guess $d^{(i)}_{n+1}, v^{(i)}_{n+1}, a^{(i)}_{n+1}$

1. Calculate $\rho^{(i)}_{\text{red}}$ and $K^{(i)}_{\text{eff,red}}$

2. Start iteration, $i = i + 1$

3. Solve $\Delta d^{(i)} = -Y^T_m(K_{\text{eff,red}}^{(i-1)})^{-1}\rho^{(i-1)}_{\text{red}}$

4. Update Variables $d^{(i)}_{n+1}, v^{(i)}_{n+1}, a^{(i)}_{n+1}$

5. Calculate $\rho^{(i)}_{\text{red}}$ and $K^{(i)}_{\text{eff,red}}$

6. If $\|\rho^{(i)}_{\text{red}}\| \leq \epsilon \|\rho^{(0)}_{\text{red}}\|$ → stop iteration

7. Solve AIM($d^{(i)}_{n+1}, v^{(i)}_{n+1}, a^{(i)}_{n+1}$)

8. Calculate $d^{(i)}_{n+1} = d^{(i)}_{n+1} + \text{AIM}$

6 Numerical Results

Tower and blades of the wind turbine are discretised with the nonlinear beam elements mentioned above. In the following we show the results of simulations in turbulent wind, concentrating on one blade as a representative substructure. The lowest 150 eigenmodes of the blade are calculated and sorted according to eigenfrequency in ascending order. The reduction is performed using \( m = [5, 10, 20, \ldots, 50] \) eigenmodes as primary variables and using the rest 150 – \( m \) eigenvectors as secondary variables in the postprocessing step. To analyse the approximation error of the reduced model we use the relative error of the displacements,

\[
e_{u,m}(t) = \frac{\|u_{\text{ref}} - u_m\|}{\|u_{\text{ref}}\|},
\]  

Figure 6: Mean values of relative displacement error for normal and postprocessed Galerkin Methods.

Figure 6: Mean values of relative displacement error for normal and postprocessed Galerkin Methods.
and the relative error of the vector of bending moments,

\[ e_{mb,m}(t) = \frac{\| mb_{\text{ref}} - mb_m \|}{\| mb_{\text{ref}} \|}, \]

as a function of the dimension \( m \) of the basis.

The reference values \( u_{\text{ref}} \) and \( mb_{\text{ref}} \) are calculated using all degrees of freedom of the finite element model. In figures Fig. 4 and Fig. 5 a short time period of the calculated relative errors is shown, using \( m = 10 \) primary modes for the normal and 140 additional modes for the postprocessing step. Due to the turbulent wind the relative error is of stochastic nature and it is better to compare the mean value of the relative error: Calculating the mean value for different numbers of \( m \) and keeping the total number of 150 basis vectors, we obtain the results depicted in figure Fig. 6 for the displacement error and figure Fig. 7 for the bending moment error. We see that the postprocessing step does not lead to a significant decrease of the relative displacement error. But the error in the bending moments, which is particularly important for evaluating structural safety, is significantly reduced.

7 Summary

The nonlinear Galerkin method was employed on the structural model of a horizontal axis wind turbine in order to be able to do long time integration with as few degrees of freedom as possible. The error incurred through this procedure can be controlled by use of dual methods. Particularly the postprocessed version of the nonlinear Galerkin method needs only insignificantly more computation than the flat Galerkin scheme. Internal reaction forces were always more accurate with the nonlinear Galerkin method, while the error of the displacement sometimes was not changed significantly.

The failure of the postprocessed Galerkin method to increase the accuracy of the displacements is attributed to the smoothness of the forcing of the considered aero-elastic problem. This is in accordance with findings where the same problem of forced shell vibrations was investigated with smooth forcing (FOALE et al. [12]) and point-forcing (LAING et al. [26]). Only in the case of point-forcing a significant increase of accuracy of the displacements using the nonlinear Galerkin Methods was found. The authors conclude that in the case of smooth forcing and therefore smooth solutions the application of nonlinear Galerkin Methods is not necessary. In this paper we have shown that even in the case of smooth forcing the application of the postprocessed Galerkin Method can lead to a significant increase of the accuracy of derived quantities like bending moments. These results justify the extra cost of computing the postprocessing step.
Figure 7: Mean values of relative bending moment error for normal and postprocessed Galerkin Methods.
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